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INTRODUCT ION
I I

Research Initiation Program - 1985

ArSm has provided funding for follow-on reiearch efforts for the

participants In the Summer Faculty Research Program. Initially this

program was conducted by AFOSR and popularly known as the Mini-Grant

Program. Since 1983 the program has been corducted by the Summer Faculty
Research Program (SFRP) contractor and Is now, called the Research
Initiation Program (RIP). Funding is provided to establish RIP awards to

about half the number of participants in the SFRP.

Participants in the 1985 SFPP compIted for funding under the 1985

RIP. Participants submitted cost and technical proposals to the

contractor by 1 November 1985, following their participation in the 1985

SFRP.

Evaluation of these proposal! was made, by the contractor.

1.1 Evaluation criteria consisted of: o

1. Technical Excellence of the prop sal
S2. Continuation of the SFRP effort

3. Cost sharing by the University

The list of proposals selected for award was ýorwrded to AFOSR for

approval of funding. Those approved by AFOSR were funded for research

efforts to be completed by 31 December 1986.

i The following sundarzes the events for the evaluation of prRposals

and award of fundling under the RIP.

SA. Rip proposals were submitted to the contractor by 1 November

1985. The proposals were litwited to $20,000 plus cost

sharing by the universities. The universities were

encouraged to cost share since this is an effort to

establish a long tern effort between the Air Force and the

university.

B. Proposals were evaluated on the criteria listed above and

the final &iward approval was given by AFOSR after

consultation with the Air Force Laboratories.

C. Subcontracts were negotiated with the universities. The
period of performance of the subcontract was between October

1985 and December 1986.

Copies of the Final Reports are presented in Volumes I through III

of the 1985 Research Initiation Program Report. There were a total of 82

RIP awards made under the 1985 program.
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INTRODUCTION

Research Initiation Program - 1986

AFOSR has provided funding for follow-on research efforts for the
participants in the Summer Faculty Research Program. Initially this
program was conducted by AFOSR and popularly known as the Mini-Grant
Program. Since 1983 the program has been conducted by the Summer Faculty
Research Program (SFRP) contractor and is now called the Research
Initiation Program (RIP). Funding is provided to establish RIP awards to
about half the number of participants in the SFRP.

Participants In the 1986 SFRP competed for funding under the 1986
RIP. Participants submitted cost and technical proposals to the
contractor by I November 1986, following their participation in the 1986
SFRP.

Evaluation of these proposals was made by the contractor.
Evaluation criteria consisted of:

1. Technical Excellence of the proposal
2. Continuation of the SFRP effort
3. Cost sharing by the University

The list of proposals selected for award was forwarded to AFOSR for
approval of funding. Those approved by AFOSR were funded for research
efforts to be completed by 31 December 1987.

A The following summarizes the events for the evaluation of proposals
and award of funding under the RIP.

A. Rip proposals were submitted to the contractor by
I November 1986. The proposals were limited to $20,000 plus
cost sharing by the universities. The universities were
encouraged to cost share since this is an effort to
establish a long term effort between the Air Force and the
university.

B. Proposals were evaluated on the criteria listed above and
the final award approval was given by AFOSR after
consultation with the Air Force Laboratories.

C. Subcontracts were negotiated with the universities. The
period of performance of the subcontract was between
October 1986 and December 1987.

Copies of the Final Reports are presented in Volumes I through III
of the 1986 Research Initiation Program Report. There were a total of 98
RIP awards made under the 1986 program.
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Total SFRP Participants 158

Total RIP Proposals submitted by SFRP 134

Total RIP Proposals submitted by GSSSP 7

Total RIP Proposals submitted 141

Total RIp's funded to SFRP 94

Total RIP's funded to GSSSP 4

Total RIP's funded 98

Total RIP's Proposals submitted by HBCU's 14

Total RIP's Proposals funded to HBCU's 9

iM



SFRP RIP's RIP's

Laboratory Participants Submitted Funded

AAMRL 9 11 (3 GSSSP) 5 (1 GSSSP)
APL 8 7 6
-AD 11 12 (3 GSSSP) 9 (3 GSSSP)
AEOC 6 6 3
-AL 7 6 5
BRMC 2 2 0
LC 1 1 1

ESMC 0 0 0
ESD 2 1 1
ESC 7 6 5
FOL 13 13 (1 GSSSP) 9
FJSRL 8 8 4

GL 13 9 7

HRL/OT 4 4 2
HRL/LR 4 4 2
HRL/MO 3 2 2
HRL/IO 4 4 3
LMC 2 1 1
-ML 11 8 6
OEHL 4 4 3
RPL 5 4 4
RADC 9 8 7
SAM 17 13 8
WHHC 1 1 1
WL 7 .6 4

Total l158 141 98

i
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LIST OF UNIVERSITY THAT PARTICIPATED

Adelphi University 1 Meharry Medical College 2
Alabama A&M University 2 Miami University of Ohio 1
Alabama, Unive~sity of 5 Miami. University of 1
Alaska, University of 1 Mississippi State University I
Alfred University 2 Mississippi, University of 1
Auburn University 1 Missouri, University of 2
Boise State University 1 Morehouse College 2
Bredley University 1 Motlow State College 1
Brown University 1 Nebraska, University of 1
Carleton College 1 New Mexico, University of 1
CatholicUniversity of America 1 New Orleans. University of 1
Cedarville College I New York University I
Cincinnati, University of 3 Norfolk State University 1
Colorado. University of I North Carolina A&W University 1
Dartmouth College I North Carolina, University of 1
Davidson College 1 North Texas State University 1
Dayton, University of 5 Northern Arizona Oniveristy I
Drexel University 1 Northwestern University 1
Oukc University 1 Oakwood College I
Eastern Kentucky University 1 Ohio State University 4
Eastern Montana College I Ohio University 3
Edinboro University 1 Oklahoma State University 2
Florida Atlantic University 1 Oklahoma, University of 1
Florida International University I Oregon State University 1
Florida State University 2 Pacific University I
Florida University 3 Paine College 1
Florida, University of 3 Pennsylvania State University 1
Franklin and Marshall College 1 Portland, University of 1
6teorgia Institute of Technology I Purdue University 2
Georgia, University of 2 Scanton, University of 1
Grambling State University 1 South Carolina, University of 1
Houghton College I Southern Illinois University I
Indiana University 2 Southern Mitchigan. University of 1
Iowa State University 1 Southern University 1
Iowa, University of I Stetson University 1
Jacksor State University 4 Stevens Institute of lechnology 1
Jefferson State 1 Syracuse. University of I
Jesm Barotmedical Research 1 Tennessee, University of 1
Kansas State Unviersity 1 Texas AM University 1
"Kennesaw University 1 Texas A&M University 2
Lehigh University I Texas Southern University 2
Louisiana State University 5 Texas, University of 2
Lowell, University of 2 The Citadel 2
Lyndon State College I Toledo. University of 1

VLA-:



(Continued) LIST OF UNIVERSITY IHAT PARTICIPATED

MIT 1 Touglaoo College 1

Maine, University of 1 Trinity University '

Marquette University 1 Tulsa, University of 2

Mary Washington College I U.S. Naval Acadeey 1
Massachusettes, University of 1 Valparaiso University I
Vanderbilt University 1 West Virginia University 1

Warren Wilson College 1 Wichita State University 1

Washington State University 2 Wisconsin-E3u Claire 1

Wayne State University 1 Worchester Polytechnic I

West Florida, University of 1 Wright State University 4

West Georgia College I Wyoming, University of 2

WiXavier University 1

vi
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PARTICIPANT LABORATORY AS$IGNMEN1 (Pi j_)

ARMAMENT LABORATORY
(Eglin Air Force Base)

Dr. Prabhat Hajela Dr. Boghos D. Sivazlian
University of Flordia The University of Florida
Specialty: Aeronautics & Astronautics Specialty: Operations Research

Dr. David I. Lawson Mr. Chris Reed (GSRP)
Stetson University Florida University
Specialty: Mathematics Specialty: Aerodynamics

Dr. Barbara Rice Mr. Jim Sirkis (GSRP)
Alabama A&M University Florida University
Specialty: Mathematics ýpecialtv: Engineering Mechanics

Dr. Sally A. Sage Ms. Jennifer Davidson (GSRP)
West Georgia College Florida University
Specit: Computer Science Specialty: Mathematics

Dr. Meckinley Srjtt
University of ý i'.-
Specialty: Sta•,stics

ARNOLD ENGINEERING DEVELOPMENT CENTER
(Arnold Air Force Systems)

Dr. Glen Johnson Dr. Arthur A. Mason
Vanderbilt University The University of Tennessee
Specialty: Mechanical Eng. Specialty: Physics

ELECTRONIC SYSTEMS OIVISION
(Hanscom Air Force Base)

Dr. Stephan E. Kolitz
University of Massachusetts
Speclei•w: Operations Research

viii~



PARTICIPANT LABORATORY ASSIGNMENT (Page__21

ENGINEERING AND SERVICES CENTER
(Tyndall Air Force Base)

Dr. Thomns A. Carney Dr. Cheng Liu
Florida State University University of North Carolina
Specialty: Meteorology Spectialt: Civil Engineering

Dr. William T. Cooper Dr. Roy M. Ventullo
Florida State University University of Dayton
Specialty: Chemistry Specialty: Microbiology

Dr. Yong S. Kim
The Catholic Univ. of America
32erialty: Civil Engineerina

FRANK J. SEILER RESEARCH RESEARCH LABORATORY
(United State Air Force Academy)

Or. David R. Anderson Dr. William D. Siuru, Jr.
University of Colorado University of Colorado
Specialty: Organic Chemistry S •ecialtv: Mechanical Eng.

Dr. Bernard J. Piersma Dr. Timothy R. Troutt
Houghton College Washington State University
!�~iijt: Physical Chemistry Secialty: Mechanical Eng.

GEOPHYSICS LABORATORY
S(Hanscom Air Force Base)

Dr. John E. Ahbquist Dr. Patrick T. Gannon, Sr.
Florida State University Lyndon State College
Speeial.ty Meteorology Specialty: Atmospheric Science

Dr. Frank P. Battles Dr. C. Randal Lishowa
SMass. Maritime Academy Jefferson State University• Sp~ta~t• Physcs • ___IX: Physical Chemistry

SDr. Wolfgang Christian Dr. Robeirt M. Nehs
D-". avidson College Texas Southern University

4. SDecia]t: Physics Soec iolt: Mathematics

Dr. Uonatd F. Collins
,•..:•.:.Warren Wilson College

i• • : ~~Phyis



PARTICIPANT LABORATORY ASSIGNMENT (Page 3)

LOGISTICS COMMAND
(Wright-Patterson Air Force Base)

Dr. Ming-Shing Hung
Kent State University
Specialty: Business Administration

Management Science

LOGISTICS MANAGEMENT CENTER
(Gunter Air Force System)

Dr. Dan B. Rinks
Louisiana State University
Specialty: Quantitative Mgir'. Science

ASTRONAUTICS LABORATORY
(Edwards Air Force BE..e)

Dr. Willtam M. Grissom Dr. Siavash H. Sohrab
Moreiouse College Northwestern University
Spcit: Mechanical Engineering Specialty: Engineering Physics

hr. Joel R. Klink Dr. Nicholas E. Takach
Univ. of Wisu•nsiti-Eau Claire University of Tulsa
1 aýpecia!: Organic Chemistry Specialty: Chemistry

UDNA!R OEVELOPMENT•ENTER
(Griffis Air Force Base)

Dr. Donald F. Hanson Or. Craig G. Prohazka
University of Mississippi University of Lowell
SneEially: Electrical Engineering Specialty: Electricel Engineering

Or. John M. Jobe Dr. Richard S. Ouiby
Miami Un'verslty of Ohio Worcester Pol.,technic Institute
Speciftltv: Statistics Snecjkat: Physics

Or. Philipp G. Knrnretch Dr. Stephen T. Welstead
Syracuse University University of Alabama
,DAecialtt: Electrical Enginecrinij Specialty: Applied Mathematis

Dr. Mou-Liang Kung
Norfolk State University
Specialty: Mathematics

!.w

.t,.:•



PARTICIPANT LABORATORY ASSIGNMENT (Page 4)

WEAPONS LABORATORY
(Kirtland Air Force Base)

Dr. Albert W. Biggs Dr. Alexandru A. Pelin
University of Alabama Florida International Univ.
Specialty: Electrical Eng. Specialty: Computer Science

Dr. Fabian C. Hadipriono Dr. Martin A. Shadday. Jr.
The Ohio State University University of South Carolina
Specialty: Engineering, Civil Specialty: Mechanical Engineering

AERO PROPULSION LABORATORY
(Wright-Patterson Air Force Base)

Dr. Lea D. Chen Dr. James C. tio
The University of Iowa Wichita State University
Specialty: Organic Chemistry Specialty: Chemistry

Dr. Jacob N. Chung Dr. Mo Samimy
Washington State University Ohio State University
Specialty: Mechanical Engineering Specialty: Mechanical Engineering

Dr. Shirshak K. Ohali Dr. Robert P. Taylor
Southern Illinois University Mississippi State University
Specialty: Electrical Engineering Secialt-v: Mechanical Engineering

V! ONICS ABORATQRY
(Wright-Patterso Air Force Base)

Or. John Y. Cheung Dr. Dennis W. Whitson
University of Oklahon& Indiana Univ. of Pennsylvania
Speralty-: Electrical Engineering Specialty: Physics

Or. William A. Grosky Dr. George W. Zobrist
Wayne State University University of Missouri-Rolla
SeciAltv: Enrg. & Applied Science Socialtv: Electrical Engineering

Or. Ken Tomlyama
Pennsylvania State University
Specialty: System Science

v•.
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PARTICIPANT LABORATORYASSIGNMENT (Page 5)

FLIGHT DYNAMICS LABORATORY
(Wright-Patterson Air Force Base)

Dr. Bor-Chin Cnang Dr. Tsun-wai G. Yip
Bradley University Ohio State University
Specialty: Electrical Eng. Specialty: Aeronautics

Dr. George R.-Doyle, Jr. Dr. Ajmal Yousuff
University of Dayton Drexel University
Specialty: Mechanical Eng. Specialty: Aeronautics

Dr. Paul S.T. Lee Dr. Richard W. 'oung
N.C. A&T State University University or Cincinnati
Specialty: Quantitative Methods Specialty: Applied Mechanics

Dr. V. Dakshina Murty Dr. Peter J. Disimile
University of Portland University of Cincinnati
Specialty: Engineering Mechanics Specialty: Fluid Mechanics

Dr. Singiresu S. Rao
Purdue University
SpeciAly: Engineering Design

MATERIALS LABORATORy
(Wright-Patterson Air Force Base)

Or, Lokesh R. Oharani Dr. Robert A, Patsiga
University of Missouri-Rolla Indiana Univ. of Pennsylvania
Specialty: Engineering Mechanics t: Organic Polymer Chem.

Dr. Gerald R, Graves Or, Nisar Shaikh
Louisiana State University University of Nebraska-Lincoln
S•pSecialtM: Industrial Engineering Special!:v: Applied Mathematics

Dr. Gopal M. Mehrotra Or, Stuart R. Stock
Wright State University Georgia Institute of Technology
soecalty: Metallurgy SpeciAlty: Metallurgy

fl xit
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PARTICIPANT LABORATORY ASSIGNMENT (Page 6)

HARRY G. ARMSTRONG AEROSPACE MEDICAL RESEARCH LABORATORY
(Wright-Patterson Air Force Base)

Ms. Beverly Girten Dr. Albert R. Wellens
Ohio University University of Miami
Specialty: Physiology Specialty: Experimental Social

Dr. Jacqueline G. Paver Dr. Robert L. Yolton
Duke University Pacific University
Specialty: Biomechanical Eng. Specialty: Psychology. Optometry

Dr. Kuldip S. Rattan
Wright State University
Specialty: Electrical Engineering

HUMAN RESOURCES LABORATORY -- LOGISTICS AND HU,.AN FACTORS DIVISION
(Wright-Patterson Air Force Base)

Dr. Patricia T. Boggs Dr. Stephen L. Loy
Wright State University Iowa State University
Swecialtv:Oecision Science Specialty: Management Information

' ~HUMAN-RESOURCES LABORATOQRY - O ERAI!ONS-TRAINING I)IVISION
(Williams Air Force Base)

Dr. Billy R. Wooten
Brown University
Svecalty:Phi losophy, Psychology

U$AWN_ RE$OURCESLABORATjRY - HANPOWER AND PERSONNEL IVIJSlON
(Brooks Air Force Base)

Dr. Richard H. Cox Or. Jorge L. Mendoza
Kansas State University Texas AS University
Smmcalt• :Notor Learning & Control SIjj0lit: Psychology

Xiii
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USAF OCCUPATIONAL AND ENVIRONMENT HEALTH LABORATORY
(Brooks Air Force Base)

Dr. Clifford C. Houk Dr. Shirley A. Williams
Ohio University Jackson State University
Specialty: Inorganic Chemistry Specialty: Physiology

Dr. Ralph J. Rascati
Kennesaw College
Specialty: Biochemistry

HUMAN RESOURCES LABORATORY - TRAINING SYSTEMS
(Brooks Air Force Base)

Dr. Charles E. Lance Dr. Doris J. Walker-Dalhouse
University of Georgia Jackson State University

Specialty: Psychology Specialtv: Reading Education

Dr. Philip 0. Olivier
University of Texas
Specialty: Electrical Engineering

§CHOOL OF AEROSPACE MELICIN.
(Brooks Air Force Base)

Dr. Hoffman H. Chen Dr. Frank 0. Hadlock
6rambling State University Florida Atlantic University

Specialty: Mechanical Engineering Specialtv: Mathematics

Dr. Brenda J. Claiborne Dr. Parsottam J. Patel

University of Texas Meharry Medical College
S§ecially: Biology spcialty: microbiology

Dr. Vito G, DOelVecchio Dr. Richard H. Schorti
University of Scranton Oregon State University

c : Biochemistry, Genetics S teciaj.t:.lathematics

Or. Raesh C. Gupta Dr. Shih-sung Wen
University of Maine at Orono Jackson State University

SoeCM1tv: 4athematical Statistics Spegiajty: Educational Psychology

WILfOR. HALAL NEO-MAL COMR
(LAckland Air Force Base)

Dr. Donald W. Welch
Texas Ak• UniversityAvtill: hicroblology

xiv
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f MINI-,B0ANT It(SEARCH dPORTS cA
A.P, 1986 RESEARCH INITIATION PROGRAM 1i0

Technical /
Report
Number Title and Mini-Grant No. Professor

Volume I
1 Weather Forecast Evaluation be Dr. Jon Ahlquist

Decomposition of the Wind Field
into Barotropic and Baroclinic
Components
760-6MG-041

2 An EPR Study of the Role of Dr. David Anderson
Catalysts in the Thermal Decom-
position of Nitroaromatic Compounds
"760-6MG-044

3 Stellar Scintillometer Based Dr. Frank Battles
Studies of Optical Turbulence
160-6MG-058

4 Requested A No-Cost Time Extention. Dr. Albert Biggs
To Be Submitted In 1987 Mini-Grant
Final Report.
760-6MG-072

5 Basic Research on the Impact of Dr. Patricia Boggs
Cognitive Styles on Decision
Making
160-6MG-i 21

6 A Feasibility Study and Test Appli- Dr. Thomas Carney
cation of Uncertainty Estimates to
an Atmospheric Dispersion Model
with Potential Utility in Air
Force Operations
160-6146-050

7 Design of H Multivariable Optimal Dr. Bor-Chin Chang
Control Systems
76C-606-013

8 Visua•ization of Hydrocarbon Jet Dr. Lea Chen
Diffusion Flames
760-6MG-1 13

xvi
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9 Requested A No-Cost Time Extention. Dr. Hoffman Chen
To Be Submitted In 1987 Mini-Grant
Final Report.
760-6MG-118

10 Report Not Received In Time. Or. John Cheung
Will Be Provided When Available.
760-6MG-135

11 Infrared Fluorescense and Photo- Dr. Wolfgang Christian
acoustic Measurements of NO (v=2)
Relazation as a Function of Temp-
erature
760-6MG-030

12 Heat and Mass Transfer in a Dual- Dr. Jacob Chung
Latent Heat Packed Bed Thermal
Storage System
760-6MG-067

13 Long-term Potentiation in Inter- Dr. Brenda Claiborne
neurons in the Mammalian Brain
760-6MG-101

14 The Development of Image Processing Dr. Donald Collins
Algorithms for AFGL Ultraviolet
Camera and Other Imaging Systems
,60-6MG-028

15 Report Not Received In Time. Dr. William Cooper
Will Be Provided When Available.
760-6MG-0B1

16 Relationship Between Stages of Dr. Richard Cox
Motor Learning and Kinesthetic
Sensitivity
760-6MG-069

: 17 Received A No-Cost Time Extention. 1s. Jennifer Davidson
To Be Submitted In 1987 Mini-Grant
Final Report.
760-6MG-024

18 Report Not Received In Time. Dr. Vito DelVecchio
Will Be Provided When Available.
760-6MG-076

:- xvii
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19 Investigation of Pulsed Discharges Dr. Shirshak Dhaliin Nitrogen for Plasma Processing
•' 760-6MG-046

S20 Modeling of Failure Mechanisms in Dr. Lokesh Dharani

Ceramic Composites Under Flexural
Loading
760-6MG-115

21 Requested A No-Cost Time Extention. Dr. Peter Disimile
To Be Submitted In 1987 Mini-Grant
Final Report.
760-6MG-075

22 'Requested A No-Cost Time Extention. Dr. George Doyle
To Be Submitted In 1981 Mini-Grant
Final Report,
760-6MG-006

23 Sensitivity of Mesoscale Wind to Dr. Patrick Gannon
Variations in Vegetation Canopy
Parameters and Surface Properties
760-6MG-100

24 Effects of Exercise and Dobutamine Ms. Beverly Girten
on Suspension Hypokinesla/
Hypodunamia Deconditioning in Rats
760-6MG-139

25 An Investigation of Computer Or. Gerald Graves
Communications Using Knowledge-
Based Systems
760-6MG-015

Volume II
26 Droplet Size Distribution Measure-Dr. William Grissom

merit In A Single Element Liquid
Rocket Injector

Yq 760-6146-040

27 ... nifled Akproach of the .Lnear Dr. William Grosky
Aamera °alibrationP'oblem,
760-6MG-070

28 CSurvival -Aaysis of 4idiated Dr. Ramesh Gupta
Ahimals for Zall Sftloizes - _ý'i l'IO-bMG.-053

29 Report Not Received In Time. Or. Fabian Hadipriono
Will Be Provided When Available.
760-6K1-054

xviii



30 Requested A No-Cost Time Extentton. Dr. Frank Hadlock
lo Be Submitted In 1987 Mini-Grant

'• •Final Report.
760-6MG-073

31 Studies in'*Optimum 5ape Wgthesis Dr. Prabhat Ha'ela
for gructures•flldergoinglastic

Aeformation .
760-6MG-002L)

32 i Report Not Received In Time. Dr. Donald Hanson
Will Be Provided When Available.
760-6MG-092

33 ") Pulsed POwer &6nductors 0 Dr. James Ho
"760-6MG-005

34 ThekLocally Implicit•ethod for Dr. Peter Hoffman
,Computational Kerodynamics,
760-6MG-I1

35 (Fluorescent Oye Binding Identifi- Dr. Clifford Houk
cation of Albesto; on .Membrane
,•Ilters and in I1k)fiterials;,
m60- MG-066

36 Requested A No-Cost Time Extention. Dr. Ming S. Hung
To Be Submitted In 1987 Mini-Grant
Fianl Report.
760-bMG-105

37 Report Not Received In Time. Dr. John Jobe
Will Be Provided When Available.
760-61MG-O19

3$ 'Expert Sstem for Bsitmal:4Oesgn..\ Dr. Glen Johnson
760-614-OG 6 -

39 Report Not Received tn Time. Or. Yong Kim
Will Be Provided When Available. r
"7"60-6•4G-O04

40 The tynthesis of &me / ew %Q ergetic Dr. Joel KlinkSl!Gt~Perials -
-:i.: 76i"•*KG "O56

7 A - .6).-M -6



41 Report Not Received In Time. Or. Steve Kolitz
Will Be Provided When Available.
-760-6MG-094

42 MBE Yrown WCuAlloy/ilms' Dr. Philipp Kornreich
760-6MG-090 -

43 Sl-nmula-t-ion fory1iorityandlinq Dr. Rou-Liang Kung
Algori thms)>-;
760-6MG-011

44 /1Received A No-Cost Time Extention. Dr. Charles Lance
To Be Submitted In 1987 Mini-Grant
Final Report.

"x 760-6MG-031

45 A~eural Network -Simulation Dr. David Lawson
.-O8nerator. ,Smualtions of-•Cearned
,Strial ehavior, and a Wiural
"Fkxplanation of Emergent Comuni-
catiog, .
760-6"M-OO1

46 'Data Pfocessing and Stitistical Dr. Paul Lee
.Aalysis of in-Service Aircraft
?Fansparency .Pai lures
760-6MG-O3

41 - Trajectory Studies of the Or. C. Lishawa
.Aimolecular 0action ot,

?60-6MG-1O? 9

46 Comparison of Field Rut Oepth Or. Cheng Llu
Measurements and Rutting Pre-
dicittons of Asphalt Pavement
.inder High Tire Pressure and
ITmperature
160-6MG-009
*NOT PUBLISHABLE AT THIS TIRE*

49 Report Not Received In Tirme. Dr. Stephen Loy
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1. Introduction

The Numerical Stereo Camera System [Dij84,PoA82] which resides in the Avionics
Lboratory of Wright-Patterson Air Force Base utilizes both a passive as well as an active camera to
recover 3-D scene information. This is accomplished by solving an overdetermined system of linear
equations by the well-known method of least-squares [Go183]. Specifically, for each camera there
are 2 linear equations in the parameters xW, yW, and zw, the world coordinates of a given scene
point which is to be determined, where the coefficients are specific funcwrns of x* and y*, the
known image coordinates of the projection of the given scene point, as well as of the camera
geometry (extrinsic parameters) and the camera optics (intrinsic parameters). The extrinsic
parameters give information regarding the camera position and orientation with respect to the world
coordinate system, while the intrinsic parameters include 4e focal length, scae factors to go from
units of length to pixels in the image plane, the intersectiod point of the camera axis with the imageplane expressed in pixels, as well as values expressing the different types of possiblI lens
distortions. The term camera calibration refers to finding the values of these parameters for a gi'. en
camera set-up so that the coefficients of xW, YW, and zw in these linear equations can be calculated
as functions of x* and y*.

There has been much previous work in this area. The techniques to solve this problem range
from simple linear equation solving to complex non-linear optimization approaches. The latter
methods have been used b [Fai75,Sob74], but awe extremely inefficient and must be manually
grded. The former method, most notably used by [Gan84,Str84,Tsa86], while efficient, tend to
ignore constraints which the extrinsic and intrinsic parameters must obey. These latter
shortcomings become worse when an increasing number of parameters are specified in advance.

In this report, we present unified solutions for many interesting sub-cases of this problem.
Most importantly, our solutions satisfy all the necessary constraints as well as being reladvoly
simple to compute.

The organization of this report is as follows. Section 2 derives the linear camera calibration
equations. In Section 3, we present our unified solution technique in the context of the, so-called,
I-step method of solution [Tsa86], while Section 4 illustrates various sub-cases of the problem
which may be solved using this method. A companion 2-step method [Tsa86] is developed in
Section 5. Section 6 presents some experiments we have conducted using our techniques. Finally,
in Section 7 we offer our conclusions.

2. The General Linear Camera Calibration Problem

We start with a world coordinate system as shown in Figure 1. We would like to express
points in this system with respect to a camera-cemtered system, xC, YC, and zc, where the camera
axis zC points along the -zw direction and the (xyc)-plane is parallel to the image plane. To
accomplish this, we first tmunslate the origin of the world system to the focal points of our camera,
(xF,yFZF), and then apply a pan, e, about the y-axis, a tilt, ý. about the x-axis, and finally, a roll,

W, about the z*Lxis, See Figure 1. A point (xWyW,zw,l) exuressed in homogeneous coordinates

in the world-frame has coordinates (xCyC,zo.1) a (xW,yw,zw,l) x TRAN x PAN x TILT x
ROLL. expressed in the resulting cumet centered systm, where TRANS is the matrix,
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01 0 0O

'0 0 0 0

[. .X YF -zý 1

PAN is the mantix

cosO 0 sin 0O"

0 1 0 0

-sinG 0 cosO 0

0 0 0 1

TILT is the mat-ix,

1 0 0 0"

0 cost -sinO o

0 sin C os 0

0 0 0 1

and ROLL is the matrix.

'Cos• -sin O O"

sin iws 0 0

0 0 1 0

0 0 0 l

Definiq the extrinsic uansfomation EXT by TRANS x PAN x TILT x ROLL, we have that EXT

is ftdmarix,

"R1 R12  R13  0

1 R 22 3 0

1131 R132 R3 3 0

-Dl -D2  -D3  I
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£T
R1  =cosOcos1V+sinesin sinV1

R12 = -cos sinV++ sinesin cos V

R13 = sin 0 cos \v

R =Cos sin \v

R2= cos cosV

I23 -i

R~ -sin 0 osV + cos 0sin sin \4,

R13 = sin 0sinV + cos 0sin 0cos 4

R33 = -cos coso

I xF 11 y 21 + ZAR1

D2  = x ,R2 + YR + zAl12

D3  = "p 13 + YJRI + ZFR 33

Using the standard projection equations [DuH73], we get that the screen coordinates (x',y')
obey x' = -FxC/zC and y' = -FyC/zc, where F is the focal length of the camera system. We now
apply a rasterizing transformation to change from length units to pixels. Taking a general linear
transformation, we define the pixel coordinates (x*,y*) by

x*

pXI

and
S"o a21X' + any'

py

where (xO,yO) is the intersection of the image plane with the camera axis expressed in pixels, and
px, py are scale factors expressed in units of pixels/unit length.

Expressed in homogeneous coordinates, we thus have that (x*,y*,l)= (xc yc,l,- ) x INT,
wheae INT is the matrix,

"pIFaI pyFa21  0

pFa12  pYFa22  0

1o .y -

L 00 0
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Thus, using (x*,y*,l) = (xw,yW,zw,l) x EXT x INT, we get that (x*,y*,1) = (xwXi +
YwX2 + zwX3 + Z1, xwY1 + ywY2 + YwY3 + Z2, D3 - Ri 3xw - R23Yw - R33zw), where

Xi = p•F(a,,R,, + a12Ri2) - xoR3 for 1 < i 5 3

Yi = pyF(a 21Rn1 + a2Rj) - yoRi3 for 1 : i 5 3

S= oD3 - p1F(au1D1 + a12D2)

7_2 = YoD3- pYF(a 21D1 + a2D 2)

which, in turn, implies that,

x* xwXI + ywX2 + zwX3 + ZID3 " R13XW - R2Yw - R33ZW

and
Y* xwYI + ywY2 + zwY3 + z 2

D3 -R13XW -RMYW -R33ZW

We thus have the linear camera calibraion equations,

xw(XI + x*R13) + Yw(X 2 + X*RM) + ZW(X 3 + X*R33) = x*D3  (1)

xw(YI + y*R13) + yw(Y2 + y*R9) + zw(Y3 + Y*R33) = y*D3  (2)

Note that we do not include barrel distortion terms in our camera model. This is due to the fact that
the images derived from the Numerical Stereo Camera System are rectified to remove all such
distortion.

Calibration consists in solving these equations for RO, 1 !5 ij < 3, pxF, pyF, Xo, Yo, DI,
D2 , D3, and atj, 1 5 iJ ! 2, so that one can finally find the 3-D coordinates of a scene point
corresponding to a known image point, by substituting known values for x* and y* in equations
1-2, resulting in 2 linear equations for the unknowns xW, YW, and zW. (Note that by utilizing a
second camera, we will have 4 linear equations for these 3 unknowns.) We will solve for these
unknowns by substituting known values for x* and y*, as well as known values for the
corresponding xW, Yw, and zw. Note that XF, YF, and zp can be easily calculated from values for
the above variables, utilizing the definitions of DI, D2, and D3.

3. A Unified Solution Technique and the 1-Step Method

Notice that equations 1-2 form a homogeneous system in the 12 linearly independent
unknowns X1, X2, X3, Y1, Y2, Y3, ZI, Z2, R13, R23, R33, and Dy3 The fact that these unknowns
are inearly independent is important for accuracy, as is mentioned in [Tsa86j. Since we have a
homogeneous system, we will put a proper subset of the 12 unknowns on the right-hand side of
the equations and solve for the remaining unknowns in terms of the unknowns in the given subset.
This is done via the technique of least-squares [Go1831. This approach, in which we use both
equations 1-2 simultaneously, is called the I-step medwd [Tsa86].
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Specifically, suppose we have N scene points (xj,yj,zj), 1 • j 5 N, in the world system, as
well as their corresponding image coordinates

(x,yj).

Our homogeneous system would then consist of 2N equations. Let {XT...,X}, 1 < k < 12, be a
subset of the 12 unknowns which will be on the left-hand side of our equations, while

[PI'""...P2-k} comprise the remaining unknowns. Our system then becomes of the form Ji, =

XP, where I is a 2N x k matrix of coefficients, (3T = (Yl . is a 2N x (12-k) matrix of

coefficients, and pT = (p* "'"P 12.k0 We must have 2N ý: k, and in general, we will have 2N > k,
so that we have an overdetermined system of linear equations to be solved via least-squares. This is

done as follows. We have ]TjT, = JTXP. Notice that IT, is a square matrix. Thus, . = E

p- if ]T_)-I exists, which will be the case if the 2N points don't all lie on the same
plane. Thie result of this calculation expresses k unknowns in terms of the remaining 12-k. In
solving for our 20 original unknowns, we would then have k equations of the form 71 = 7[P, for
n a row vector of coefficients and 1:< j <5 k. Note that we don't advocate actually computing Pt as

it is defined above. There are other, more numerically stable techniques, such as the singular value
decomposition [Go083] which may be used. We also have 6 independent constraints on the
quantities Nij, 1 : i~j 3, which express the facts that these are elements of a rotation matrix. These
constraints can be v, ,otten in numerous ways: either that each row is a unit vector and is orthogonal
to each of the other 2 rows, or that each column is a unit vector and is orthogonal to each of the
other 2 columns, or that some 2 rows are unit vectors, orthogonal to each other, while the
remaining row is the cross-product of the 2 given rows, or that some 2 columns are unit vectors,
orthogonal to each other, while the remaining column is the cross-product of the 2 given columns.

We thus have k+6 equations, 1 : k < 11, in 20 unknowns, which means that not all of the
unknowns can be solved for. Let us see how far we can take this solution, however.

For a particular value of k, using at least [k/21 non-coplanar 3-D.points (xi,yizi) as well as
their known projections

we get, via the method of least-squares, equations of the form

p2 F(a11 R11 + a 2R, 2) - xAR, 3 A1  (3)

i PF(a ,R21 + a12R22) - xoR. A2  (4)

pXF(alIR3 1 + a12R32)- XoR 33 a A3  (5)

pyF(a2,R,, + a22R,2) - yoR13  R, (6)

pyF(a21R21 + a•PR)- YoR2  - B2  (7)

PF(alll'l + SA I) YO y 33  B3  (8)

R13 c 1  (9)

R23  C2  (0

27-7

.,....



xoD3 -pxF(a1 ,D1 + a12D 2) = E1  (12)

yoD3 - pyF(a21D1 + a22D 2) = E2  (13)

D3 = G (14)

where the right-hand side of each equation is a known linear combination of the unknowns in P i

(P ,"".'P 12-.k). Some of these equations may be identities, however, depending on the nature of P.

For example, if P ( {D3,R33 ), then equations 11 and 14 are not found via least-squares, but are

the identities R33 = O.D3 + 1.R33 and D3 = 1.D3 + O*R33 , respectively.

Let us define A = (A1,A2 ,A3), B = (B1,B2 ,B3), C = (C1,C2 ,C3 ), E = (E1,E2 ), f1l =

(R11,R 2 1,R 3 1), 02 = (R12 ,R22 .R3 2 ), 13 = (R311R32 ,R33 ), T 1 = (ajj,a12,O), and T 2 =

(a2 1,a22.0). Then equations 3-11 may be expressed as the 3 vector equations,

pxF(al 1O1 + a12fl2) - XoL3 = A (15)

pyF(a21121 + an'12) - yo' 3 = B (16)

23 = ,, (17)

The 6 necessary constraints can now be written as

fl f 1=I (18)

02.ol2 = 1 (19)

13 "3 = 1 (20)

L1 Q 2 = 0 (21)

a "1 '13 0 (22)

Q2 "3 0 (23)

Using the above equations, we can easily derive that,

xo = -A •(24)

YO = -A • C (25)

Equations 15 and 16 then become 2 simultaneums linear equations for the 2 unknowns Q

and Q2. Solving, we get that,
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Ii, - (Ai * C)I+++++•P pF - Izl(26)

:mi

IB - (B C)I,•.-pyF =(27)

1T21

, - (A & c)c B - (B •C)C

IA - (ABC)CI - (B *C)CI (28)

1 ITx xT 21

, e~ - (S • C)C _ .A - (A *c)c
12 2 C 2 rr1  11- (BI ( C)C

=ITtxT2  (29)

a = C (30)
)3

Assuming that,

C•C =1 (31)

oue can veiy that these solutions satisfy all constaints 18-23.

Using cquations 12 and 13, we also get that,

a 2 f.1 (13 C)G + 1,1(A C)+E
DI 1 IB - (B * C)C!a IT, -= (A.... 32

(T, x T.1

(Ao*C)GE+ (B * MaoC)O+
D2 . (33)

+ ~IT, x "1"2

Pinally, from equations 15 and 16. we hav the fotlowing equation which wram T and T2,

T T2 A a B - (A C) (B C)
•: ". . ..... = . . ... .. . .. .. + + . . .. (3 4 )

. ~ITIt iT121 A. - (AI-* C)Ci IB - (B C)Cl I

Taking ams.-paoducts of equadows 15-17 does no: produce any new equation, when one



.iuses the identit (ZI x T-) •7- X -4) =(I Y-3) ( " 7-4) (-1 ( T-•4) (7-2" Y-3) 3ong wit

equation 31.

The above equations do not, as yet, provide numerical solutions for our parameters, as A4,
B, and C are linear combinations of 12-k unknowns. We will next show how to use these
equations to solve for these ucknowns for various sub-cases of our problem.

4. Some Illustrative Solved Sub.Cases for the 1-Step Method

As the general problem has k+6 equations, 1 < k!5 11, in 20 unknowns, by putting k = 11,
we still cannot completely solve the resulting system. We must specify at least 3 of the 20
unknowns. A particularly interesting case is when we take all = 1, a 12 0, a2 = sin T, and a2 =
cos 't. This is the case when the ordinate image-plane axis is not perpendicular to the abscissa
image-plane axis, but is offset in the clockwise direction by an angle t. See Figure 2. For this case,
setP= (D 3). Thus, A = xD3, B = PD3, C =-fD 3, E = eD3 and G = lID 3, wheren at, P, 7and e
are numerically known 3-dimensional vectors. Using equation 3 1, we can then solve for D3, after

which, back-substituting this value of D3 in Al, B, C, and E, we can solve for t using equation

34, and xO, YO, PxF, pyF. 0 1, f' , Q3, DI, and D2 using equations 24-33. See [Gan84] for a
different intrpretation of this situation.

Assume now, for the moment, that we know TI and T2' We then have 16 unknowns.

Taking k= 10 thus gives us 16 equations in 16 unknowns. We let P = (DI,R33 ). Thus, ,A = cD 3

+ a'R 33, B = PD3 + P*R33, C ' D3 + IR 33, E = 1)D3 + eR 33, and G D3 0+,R33, where

(x, P., y, o, *, y', and e* are numerically known 3-dimensional vectors having y3 = 0 and y*3
=a . We then use equations 31 and 34 to solve for D3 and R33, followed by back-substlituting, as

befoue, to get owr final results. When TI.T 2 a 0, which corresponds to perpendicular inage-plane
axes, solving equations 31 and 34 simultaneously leads one to solve a 4th-deg=e polynomial
eq in theariabeo (DAN)OW that D3 > 0. whc =owsow wn tM ch es.

The above cases are solvod utilizing known consponding scene and inaeoints such that

not all the swe polnts lie on the We p . If all the scene point are co-planar, di least-squa•se
bLsed technique p'rvioudy discused braks down, as the mauix for which we need the inverse
bom sginular. We can, however, proceed as follows. Assume, without loss of generality, that
the plane in which all the swene points lie is zw = 0. Equations 1-2 would then form a
homogeneom system in 9 linearly indepment unknowns. The unknowns pF(a1 IR3 + a112R 32)-
xYoR33, pyf(+" IR31 + E22P32) - YoR 33- and R33 would not appear. We thus, would have k+6
equations, 1 : k ! 8, in 20 unknowns, an even wose situation than before. It soem that even if
we know T, and T2, we must stil known at least 2 moe ud-nowns.

As an examope, suppose we know xO and yO, in addition to T and T2.Taking k = 8, we let

P (D3). Thus, A = aD 3, 8 = 0 3- C =. P 3. E =.D 3- and G 1I1)D. where 9D 3, 33. as
well as 3 are to bede•mi'ned. Using equations 24, 25, 31, and 34, we have 4 equations forthese

4 unknowas. If TiT 2 =0. we must solve a cubic equation in the variable (Di.

27-10



Cpses where other pairs. of parameters are known are similarly solved. To solve cases where
we know 3 parameters, we let k = 7 and P = (D3,R33}.

Table 1 enumerates all presently solved cases when we solve both equations 1 and 2
simultaneously. It is possible to specify more parameters, but this causes computational difficulties
in that the degrees of the resulting polynomial equations increase. We have let P have at most 2
elements. Note that as more information is known, co-planar points allow calibration with less
complexity.

5. The 2.Step Method

The 1-step method solved equations 1-2 simultaneously. Now, we show how to solve them
sequentially, substituting the solution of the first equation into the second, or vice versa. This
method will, in general, allow simpler solutions, but at the price of lower accuracy.

We may either solve equation 1, followed by equation 2, or vice versa. In the former
situation, we would have equations 12, 14, 15, and 17 to solve, followed by equations 13 and 16,
while in the latter situation, we would have equations 13, 14, 16, and 17 to solve, followed by
equations 12 and 15.

In the former case, we would filst have solutions to equations 15 and 17 consisting of,

x0 = -A 4C (35)

1,A - (A . C)CI (36)

a,, - (A' 0C)C + a12 A4 xC (37)

1T11 Atl- (A* C)C 1T11 A "X C1

a12 A - (A • C)C all t'x C (38)

'"Q3 = C (39)

while in the latter case, we would first have solutions to Nquations 16 and 17 consisting of,

Yo -B # C (41j)

1B - (B 4 C)CI
p F . - (41)

irr2
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S'1 21 B-(B*C)C + 22 AxC (42)
1T21 IB - (B e C)CI 1T21 IB x Cl

a2• B-(B.C)C a2 BxC (43)

rr2i IB - (B o C)Ci -T 21 I x CI

3 = C (44)

Assuming that equation 31 is satisfied, one can verify that both approaches produce solutions
satisfying all consttaints 18-23. Note, however, that each solution is based on only a single image
coordinate.

We now illustrate this technique in the non-coplanar situation, when all we know isT, and

T2. Recall that in the 1-step approach, we needed to have IPI = 2. Specifically, we put P =

(D3,R331. In this case, however, we put P = (D3), resulting in a simpler solution. Thus, C =

yD3. Solving equation 1, we would use equation 31 to solve for D3, then back-substitute this value

in equations 35-39 to get numerical values for xO, pxF, C1' Q12, and 123. Note that in solving
equation 1, we would also have an equation in D1 and D2. Now. using these values, equation 2
takes the form,

OyO + O2pYF - pyF(a21 D1 + aD 2) = 03 (45)

where 80, 02, and 63 are in terms of the previously found unknowns as well as the image
coordinate y-1'. We may thus use the same set of points to solve equation 45 via least-squares and
Yo' pyrF, and another linrar combination of DI and D2. Using these 2 linear equations in DI and
D2, we can solve for them individualy. We thus have solved numerically for every unknown.

We may turn this process around and start by solving equation 2. Here, we would solve for

Yo, pyP, pfl, . and Q23 first, then using equation I, we would solve for x0 and pxF.

Table 2 ewumerates all pretly solved cases for the 2-step method. Note the contrast with
Table i.

6. Some Experiments Utilizing our Techniques

Using data supplied by the Systems Avionics Division of Wright-Patterson Air Force Base,
the only cases we could test were the first 2 cases of Table I and the last non co-planar case of
Table 2. This is due to the fact that all of the intinsic and extrinsic parameters were unknown. The
given data consisted of 20 points of (x*,y*,xwYw,zw) values and 27 points of
(x*,y*,u,v,,w,yw,zw) values for the standard calibration object. The fomer 20 points were to be
used for the calibration of the passive camera, while the latter 27 points were to be used for the
calibrtion of the actve cn See tables 3 and 4, respectively, fo a listing of this dam

To see how sensitive the various calibradon techniques were to the quantity of pointl used,
we conduc dezperisnersusing N points, for 9 S N S 20, for the passive camera. For the active
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camera calibration, we used all 27 points in each experiment. Note that the active camera calibration
results were only used in solving for the 3-D scene coordinates of given image points and seeing
how accurate they were. Solving for the intrinsic and extrinsic parameters were done just from the
passive camera calibntion.

For Case 1 of Table 1, the results are exhibited in Tables 5a-5f. To determine the accuracy of
the results, we used equations 1-2 to solve for x* and y*, respectively. Utilizing the given 20
passive calibration points, we then back-substituted the values of X1, X2, X3, Y1, Y2, Y3, Z1, Z2,

D3, R23, R3, 33, Xw, YW, zw into these equations to calculate the corresponding values for x*
and y*, and compared them to the given values. We also utilized the active camera calibration and
solved for the xW, yW, Zw values of the given 27 active calibration points, comparing them with
their true values. We note that the former results for N = 20 compare precisely with the results
achieved by the Numerical Stereo Camera group for this data. This is not surprising due to the fact
that even though they don't solve for the intrinsic and extrinsic parameters, the least-squares
solution technique is virtually identical. In Tables 5a-5b notice the relative stability of values for the
different values of N, except for the values of xO and yo. These values seem to be particularly
sensitive to the number of points chosen, and hence, to noise.

In Table 5c, pay particular attention to the value of sin T. This demonstrates that the image
axes are not quite perpendicular. Since they are supposed to be perpendicular, we also implemented
Case 2 of Table 1 and let ' = 0. This technique is much more complicated than the previous one.
Since 'r = 0, we had to solve a 4th degree equation for (D3)2. Even though D3 > 0, we still had up
to 4 values of D3 to consider. We eliminated those values of D3 which resulted in large errors from
back-substituting and comparing the true values of (x*,y*) with the computed values of (x*,y*).
These results are shown in Tables 6a-6f. Note here that each value of N gives 2 sets of values for
the intrinsic and extrinsic parameters. These 2 sets of values show up for each value of N. Also
notice that the set of values exhibiting the smaller errors agrees with that found in Case 1. The
errors in Case 2 are very compatible with those found in Case I:. sometimes better, sometimes
worse. At the end of this Section, we will present an error analysis of these and other cases which
indicates that the Case 2 formulation is less sensitive to error than the Case 1 formulation.

We also tried the 2-step method, assuming that sin %€ = 0. This method was a disappointment.

Recall that for sin c = 0, when equation 1 is used alone, the values of xO, pxF, D1, D3, Q11 Q,2

and3 are first found, while when equation 2 is used alone, the values of yO, pyF, D2, D3, Q1,

fý, and f. are first found. Since only half as many equations are being used, we initially
experimented with this approach using 18 : N : 20 points, The values found should have
compared favorably with those found for Cases I and 2 for N = 9,10. In general, the results were
poor. Some values, such as D3 and pxF, when equation I was used, and D3 and pyP, when
equation 2 was used, were compatible. Values for xO in the first case had the wrong sign,
however.

Due to these poor results, we increased the range of N up to 47, using all the passive and
active points for our calculations. Itese results for N = 47 mre presented here,

Using Eon ation I First

D, = -0.5555678748818383E+01
D2 = 0.9251353575559167E+03
D3 = 0.7829201547124445E+02
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S* "•(0.9979894712507741E+00,
-0.1593003863172282E-01,
-0.6134532697599915E-01)

=22 (0.1525602072600925E-01,
0.9998181729286259E+00,

-0.1144005739810112E-01)
1= (0.6151641329115350E-01,

0.1048117125401979E-01,
0.9980510387474861E+00

a*l I = 0.1000000000000000E+01
'2 • "12 =. IOOOOOOOOOOOOOOOE+o1
11 "1 = o"ooooooooooooooE+ol

*1 *DL2 = -0.1897353801849633E-17

al *0Q3 = 0.8673617379884035E-18

112* 03 = 0.8673617379884035E-18

xo = 0.3025599321903800E+02

YO = -0.1229382964871888E+02

pxF = 0.3168290708891964E+04

pyF = -0. 1046190042855303E+01

Using Euaition 2 irlst

D, = -0.5422030328494327E+02
D2 = 0.9763671347686911E+01
D3 = 0.7496470496470639E+02

121 = (0.9992794859461745E+00,
-0.1370303014013869B-01,
-0.3539400983397718E-01)

22 ;= (0.1313878586013341E-01,
0.9997836468007413E+00,
-0. 1612550451713603E.-01)

Q3 = (0.3,560732050113826E-01,
0.1564885154856630E-01,
0.9992433298110827E1+00

al * a O000000(1O0000001E+01

2 .* 2 •0.1000000000000000E+01

LI.0100013 300'O OW O0OOOE+O 1

a *2 •0.7047314121155779E-18

IQ C 0. 17347234759768071E-17
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* L23 = -0.2602085213965211E-16

XO= -0.2463733760501398E+01
yo= 0.5598660453700060E+03

pxF = 0.3304259147950624E+01
pyF = 0.3693358715326379E+04

We traced down the cause of these results to tho solution of the initial least-squares problem. In
Case 1, for N = 20, the solutions are,

XI/ = 0.4035373463251096E+02
X2/D3 = -0.6994555310289222E+(JO
X3/D3 = -0.2959387694990810Ei01
YI/D 3 = 0.2909991071391078E+00
Y2/D3 = 0.4912705828771770E+02
Y3/D3 = -0.8187148116158984E+01

R13/D3 = O.74392470225304(Y7E-03
R23,0 3 = 0.2408085032521297E-03
R33/D3 = 0.1295972726774,26E-01
ZI/D3 = 0.2551636491546525E+03
Z2/D3 = 0.7867845428491240E+02

while in the present case, using equation I first for N = 47, the solutions are,

X1/D3 = 0.4036247515320486E+02
X2/D3 = -0.6487010371347563E+00
X3/D3 = -0.2868196119374038E+01
RI 3/D3 = 0.7857303573152694E-03
R23/D 3 = 0.1338727990451258E-03
R33/D3 = 0.1274780107192484E-01
Z1/D3 = 0.2550810313218670E+03

while if we ute equation 2 first, the solutions are,

YI/D 3 = 0.3813917438025908E+00
Y2/D3 = 0,4914043730920537E+02
Y3/D3 = -0.8257214970198492E+01
R,31D3  0.4749878028320434E-03
R23/D3 0.2087495916369421E-03
":R3 3 0.1332951727458305E-01
1Z03 = 0.7882979394289219E+02

Notice the compatibility except for the values of R-13/D3, R23/D3, and R33/D3. When we
pte t our error analysis, we will see that this least-square problem is moe sensitive to ==rors than
the other 2 cas

LtLasy, we compared our techniques with those of [Gana41. His results are shown in Table

,• At



7a-7c. Notice the difference in the dot products of fi 92 and 1.22.4 3. His values for D1 , D3 , pxF,

pyF, xO, yo' Olt and L"3 are similar to ours. For D2 and Q2, we have

snr (Our cuse 1) c (Our cs1) (Ganapalhy)

and,

sin D (Our case 1) + cosr D°OcWcan)= D (Gowpaty)
2 °2

The (x*,y*) and (xwYw,Zw) errors of his approach are otherwise identical to ours.

Let us now compare the tolerance of our techniques to noise. We use a result of [Gol83]

which states the following:

Theorem 61-3.

Suppose x, r, x', and r' satisfy,

IIAx - bli wn

r = b - Ax,

II(A + 8A)x' - (b + 8b)l2 = min,

r' = (b + 8b) - (A + 8A)x',

where A and 8A are m x n real matrices with m t n, b 0, and 8b is an m elecment real vector.
Assume that,

IIIA, a n(A)

and that,

where ol(A) and on(A) are the largest and the smallest singular values of A, respectively and

is the 2-norm of xkq= the minimal 2-norm solution to the least-squares problem
Ax b.

Then,

IlxI(A) + tan 0 (A + OWL

and,
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Ilet - r~l P!5 e (1 + 2K2(A)) min(1,m - n) + O(e2),

where ic2(A) a o(A)/ Gr(A), for a,(A) as above and q.(A) the rth largest singular value of A,
where r - rank(A).

We assume that x* and y* are accurate to within 1/1000h of a piL•o. The error upper bounds
for Case I of Table I (and also the technique used by the Numerical Stereo Camera Group and by
Ganapathy), and Case 2 of Table 1 are exhibited in Tables 8a-8b. notice that our improved
technique is more resistant to noise than the standard technique. The urmr bounds for the last non
co-planar case of Table 2 for N = 47 is as follows,

UsinE Equation 1 First

Least-squares error = 0.2405420795083952E+04
Residual error = 0.5819750063015070E+01

Using Equation 2 First

Least-squares error = .31126501422973 10E+04
Residual error = 0.6732746874590860E+01

Notice that these errors are much worse that the other terhniques, as was expected.

7. Conclusions

We have developed mathematically elegant stlutions ior the general linear camr calibration
problem which are relatively easy to compute. Thesa solutions satisfy all necessary constraints and
may be used when certain parameters are known. 7.n.e of our techniques have been tried with data
provided by the Numerical Stereo Camera Group at Wright-Patterson Air Force Base. One of these
techniques happens to be less resistant to noise than the standard techniques. Another one of our
techniques was disappointing bi its results. With more votailed data we more thoroughly examine
our other approaches.

27-17
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Figure 2 - Skew Angle
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Table 1: Solved Cases for the 1-Step Method

Unknowns Known
Affine

Transformation
Scaled T1 , T 2 (K) Non Co-Planar (N)
Focal Displacements or Unknown or Co-Planar (P)

Lengths Aspect Skew
Ratio Angle % (U)

Px Py X9 YO Py/Px

xx x x U N
x x x x x K N

x K P
x K P
x x K P

x x K P
x x x K P
x x x K P

x x K P
x x x K P
x x x K P
x x K P
x x x K P
x x x K P
x x x K P
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Table 2: Solved Cases for the 2-Step Method with
Known Affine Transformation

Unkgowns
Scaled
Focal Displacements Aspect

Lengths Ratio Non Co-Planar (N)
or Co-Planar (P)

Px py Xo YO Py/Px

yxN

x N
x N
x x N

x x N

x x x N
x x x x N

x x N
x x x N
x x x x N
x x x N
x x x N
x x x N
x x x x N
x x x x N
x x x x x N

x P
x P

x x P

x x P
x x x P
x x x x P

x x P
x x x P
x x x P

x x x P
x x x P
x x x x P

i "-
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Table 3 - Passive Camera Data

x* Y* Xw YW Zw

150.632 80.803 -2.5 0.5 3.0
97.458 145.261 -4.0 1.0 -3.0

149.290 208.382 -2.5 3.0 3.0
97.204 239.473 -4.0 3.0 -3.0

147.415 336.548 -2.5 5.5 3.0
95.390 334.558 -4.0 5.0 -3.0

252.988 337.916 0.0 5.5 3.0
93.701 428.709 -4.0 7.0 -3.0

358.680 340.171 2.5 5.5 3.0
171,781 430.308 -2.0 7.0 -3.0
359.739 210.775 2.5 3.0 3.0
249.319 430.779 0.0 7.0 -3.0
361.369 83.183 2.5 5.0 3.0
327.836 431.901 210 7.0 -3.0
255.629 81.922 0.0 5.0 3.0
406.361 433.175 4.0 7.0 -3.0
253.782 209.060 0.0 3.0 3.0
408.177 338.498 4.0 5,0 -3.0
409.838 243.217 4,0 3.0 -3.0
409.900 148.277 4.0 1.0 -3.0
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Table 4 - Active Camera Data

y* u V XW YW ZW

146.14 79.99 73.0 73.0 -2.6069 0.4851 3.0
153.99 207.46 76.0 76.0 -2.3825 2.9751 3.0
147.27 344.90 76.0 76.0 -2.5010 5.6634 3.0
257.47 338.17 96.0 96.0 0.1046 5.4948 3.0
361.43 337.86 114.0 114.0 2.5646 5.4542 3.0
356.90 212.20 112.0 112.0 2.4261 3.0117 3.0
253.27 83.13 93.0 93.0 -0.0644 0.5228 3.0
258.52 206.52 95.0 95.0 0.0907 2.9220 3.0
100.36 152.74 25.0 25.0 -3.9232 1.1577 -3.0
96A8 240.81 25.0 25.0 -3.9927 3.0225 -3.0
93.32 336.84 25.0 25.0 -4.0409 5.0558 -3.0
94.25 420.71 25.0 25.0 -3,9886 6.8306 -3.0

168.59 428,64 40.0 40.0 -2.0841 6.9759 -3.0
253.66 427.11 57.0 57.0 0.0916 6.9183 -3.0
324.15 429.29 70.0 70.0 1.89%6 6.9429 -3.0
401.58 429.04 85.0 85.0 3.8764 6.9144 -3.0
253.95 69,34 93.0 93.0 -0.0523 0.2531 3.0
184.24 175.82 81,0 81.0 -1,6743 2.3499 3.0
345.11 201.00 110.0 110.0 2,1435 17955 3.0
184.44 275,65 82.0 82.0 -1.6421 4.2972 3.0
321.22 328.46 107.0 107.0 1,6106 5.2847 3.0
158.26 328,81 78.0 78.0 -2.2457 5.3452 3,0
95.65 249.92 25Z0 25.0 -4.0107 3.2154 -3.0

101.32 410.34 27,0 27.0 -3.8112 6.6089 -3.0
271.16 391.07 60.0 60.0 0.5280 6.1541 -3.0
387.57 415-34 82.0 82.0 3.5135 6.6301 -3.0
254.46 403.96 57.0 57.0 0.1048 6.4305 -3.0
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Table 5a - Intrinsic and Some Extrinsic Parameter Values for
Case 1 of Table t

5-

i! N (D1,D2,D3) (xO,YO) (PxF~pyF)

9 (-0.1831585086141255E+01, (0.1811729635180627E+03, (0.3090833820861565E+04,
0.9595764272024499E+01, 0.5518129888844342E+03) 0.3753658262863506E+04)
0.7628266917922032E+02)

10 (-0.4464733295194864E+01, (0.7456805801897123E+02, (0.3084615320909994E+04,
0.9128993394105320E+01, 0.5289013943898248E+03) 0.3759059993627350E+04)
0.7626684208471991E+02)

11 (-0.7350145450985826E+01, (-0.4104864770754730E+02, (0.3034429676230927E+04,
0.6737235364842700E+01, 0.4112183481442827E+03) 0.3728405543471993E+04)
0.7547727515821302E+02)

12 (-0.3676193483904246E+01, (0.1064471597602365E+03, (0.2946392929647991E+04,
0.6584592974392324E+01, 0.4040610643763840E+03) 0.3608228298802134E+04)
0.7317454254905257E+02)

13 (-0.2877743233659872E+01, (0.1386822644559356E+03, (0.2959971193544175E+04,
0.7319033445412277E+01, 0.4401817804977582E+03) 0.3617656619134762E+04)
0.7340521554601636E+02)

14 (-0.2354735253100525E+01, (0.1.597971145181847E+03, (0.2970488686863565E+04,
0.7145066533756804E+01, 0.4315535734507186E+03) 0.3627389064966739E+04)
0.7361646307644597E+02)

15 (-0.2589635553503279E+01, (0. 1502576650965677E+03, (0.2966788498943270E+04,
0.69045243J5274253E+01, 0.4197118837738590E+03) 0.3624123125984675E+04)
0.7354863886422616E+02)

16 (-0.331498305341 3572E+0 1, (0.1209932890665242E+03, (0.2996495249740732E+04,
0.6731830093489205E+01, 0.4112946613107180E+03) 0.3659844274120903E+04)
0.7425879287285311E+02)

17 (-0.3461786566080526E+01, (0.11 50767433432369E+03, (0.2980600156247040E+04
0.6001223928892339E+01, 0.3753281576166718E+03) 0.3642727540758584E+04)
0.739 l1,t7504320398E+02)

18 (-0.451081908321899E+01, (0.72677362156158,i3E+02, (0.3063973827797450E+04,
0.8053690676261673E+01, 0.4763169345148214E+03) 0.3734130312614066E+04)
0.7575528100290326E+02)

19 (-0.5277656417366124E+01, (0.4158882006778478E*02, (0.3139004768081942E+04,
0.1058602962860515E+02, 0.6003682930477084E+)3) 0.3819540386883299E+04)
0.'7753731157869425E+02)

20 (-0.5059738370646673E+0 1, (0.5043220502131920E+02, (0.3116531860286946E+04,
0.9718993818979980E+01, 0.5579805143577485E+03) 0.3795319895638180E+04)
0.7702205151528707E+02)
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Table 5b- Some More Extrinsic Parameter Values for
Case 1 of Table 1

N E22 0"3

9 (0.9997643526730505E+00, (0.1541288414594719E-01, (0.1528666499076834E-01,
-0.1574170675975445E-01, 0.9996421376253810E+00, 0.2162857720814593E,-01,
-0.1494783571378392E3-01) -0.2186411868936040E-01) 0.9996491997302910E+00)

10 (0.9986794183801165E+00, (0.1528748118058132E-01, (0.4904806033989164E-01,
-0.1662672307678447E-01, 0.9994967747965692E+00, 0.2701387145494248E-0 1,
-0.4861040406826714E-01) -0.2779370594954201E-O!) 0.9984310384427710E+00)

11 (0.9961367323453633E+00, (0.1372201168535697E-01, (0.8673705590812407E-01,
-0.1 867558213849872E-01, 0.9982245598889294E+00, 0.56559266847629311E-01,
-0.8580695253935020E-0i) -0.579606282735 1064E-01) 0.9946244177909818E+00)

12 (0.9991475540306655E+00, (0.1397117583202124E-01, (0.3884548262551291E-01,
-0.1619124339067929E-01, 0.9982178346623185E+00, 0.5743690624969224E-01,
-0.3797379243639044E-01) -0.5801690105428676E-01) 0.9975931186009931 E+00)

13 (0.9994977505163901E+00, (0.1471029533073186E-01, (0.28068735702890000E-01,
-0.1604573279131964E-0 1, 0.9987203225881255E+00, 0.4796093940552233E-01,
-0.2732729719283658E-01) -0.4838723448135124E-01) 0.9984547532899931E+00)

14 (0.9996621354376912E+00, (0.1469179239860740E-01, (0,21442159f 9905586E-01,
-0. 1575302860718448E-01, 0.998615266235240.5E+00, 0.5019354671290914E-01,
-0.20675034748613811E-01) -0.505 i436704578202E-01) 0.9985093097513451E+00)

15 (0.9945923461817180E+00, (0.1437024610577392E-01, (0.2467057927548591E-01,
-0.15670011201711 0WE-01, 0.9984541829984322E1+00, 0,5332630872160107E-01,
-0.2386613089436146E-01) -0.5369115830183542E-01) 0.9982723412558020E+00)

16 (0.999295,9191910402B+00, (0. 1438153503577134E301, (0,3465309997891840E-01,
-0.1629665117143272E3-0 1, 0.9983183266034060E+00, 0.5563216631025542E-01,
-0.33719474883366754L-0 1) -0.5615772625196074E-01) 0.9978498006881994E+00)

17 (0.9992124618761766E+00, (0.1424647918338198E-0 1, (0.3703368550695294E-01,
-0.166494397805-4993E34)1, 0,9977196303986192E+00, 0.6540898464459236E-0 I,
-0.3601738727815045E3-01) -0.6597406269224403E-0 1) 0.9971710840500418BE+00)

18 (0.9986037904837991 E+00, (0. 15U856330246948 1E-01, (0.5062502649513323E.-01,
-0.1707842060077206Ei-01 , 0.9990868063517848E+00, 0.3916479188728599E-01,
-0.4998797036459701E-01) -0.3997470512756205E-01) 0.9979495106310703E1+00)

19 (0.9980807390928245E 400, (0.1625743746938968E-0 1, (0.5975394529945442E.-01,
-0. 1676143915097318rE-01. 0.9998279662114732E+00, 0.794305602507170213-02,
-0.5961453186522168E-01) 48929373346326677E-02) 0.9981815335309166E+00)

20 (0.9982304889691113E+00, (0.1589844.5147077E'7E-01, (0.5729860674042830E-01,
-0.1698622305784682E-01, 0,9996836780006571 E+00, 0.1854756494280470E-01,
"-0.5698560448672955E-01) -0.1948803173703906E-0 ) 0.9981847812405769E+00)
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Table 5c - Yet More Extrinsic Parameter Values for
Case 1 of Table 1

N sin cU ("21 * f'21, '22 *[22, (£'21 * K' 2, al•1 * 23,

9 -0.2426121126232515E-03 (0.1000000000000000E+01. (-0.1463672932855431E- 17,
o.1000000000000000E+01, 0.OOOOOOOOOOOOOOOE+00,
0.1000000000000000E+01) -0. 1387778780781446E- 16)

10 0.1330101592354715E-02 (0.1000000000000000E+(,1, (-0.4878909776184770E- 18,
0.1000000000000000E+01, -0.2602085213965211E-17,
0.9999999999999999E+00) -0.2081668171172169E- 16)

11 0.9397371720494471 E-03 (0.1000000000000000E+01, (0.8673617379884035E- 18,
0.1000000000000000E+01, 0.2775557561562891 E- 16,
0.1000000000000000E+01) -0.1647987302177967E-16)

12 -0.2062566834795333E-02 (0.1OOOOOOOOOOOOOOOE+01, (-0.8131516293641283E-18,
0.1000000000000000E+01, 0.8673617379884035E-18,
O.I •E+0'1) -0.294929909160572E- 16)

13 -0.2523031214773828E-02 (0. 1000000000000000E+01, (-0,6505213034913027E- 18,
0.1000000000000000I+01, -0.2602085213965211E-17,
0.9999999999999999E+00) -0.3382710778154774E- 16)

14 -0.3373657202390372E-02 (0. 100000000000000E+01, (-0,2547875105340935E- 17,
0,9999999999999999E+00, 0.2602085213965211 E- 17,
0. 1000000000000000E+0 1) -0. 190819582357488E- 16)

15 -0.3012013650800166E-02 ( 1000000000,000000E+01, (-0.216840434497 1009E- 18,
0.1000000000000000E+01, -0.2602085213965211 E-17,
0.10000000 01) -0,3209238430557093E- 16)

16 -0.301 6452288493705E-02 (0.10OOOOOOOO00OE+0•, (0.5421010862427522E- 19,
0.I10OOOOOO00E+01, 0.1'734723475976807E- 17,
0.100000000000000OE+0l) -0.2688821387764051 E- 16)

17 -0.3227210156769185E-02 (0. 1O0O000000000OQW)P+O1, (-0.238524477946811 OE- 17,
0.10000000000000OOE+0, -0.260208521396521 1E-17,
0.9999999999999999E+00) -0.416333634234337E- 16)

18 -0.2216315421997831E-02 (0.100E+0010•OOOE- 1, (0.1 192622389734055E- 17,
0. 1000000000000000El+O, -0.8673617379884035E- 18,
0.1 OOOOOOOOOOE+0) -0,6938893903907228E- 17)

27-27
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si

N sin t: (& e"1 •2*2o'22 (•"1*•2, •1o*23,

C230K23) K12*23)

19 -0.1167698302221235E-02 (0. 1000000000000000E+01, (0.921571846612678EE-18,
0.1000000000000000E+01, -0.8673617379884035E- 18,
0.1000000000000000E+O1) -0.1474514954580286E- 16)

20 -0.1571754743190445E-02 (0.1000000000000000E+01, (0.3794707603699266E- 18,
0.1000000000000000E+01, 0.1734723475976807E-17,
0.100O0000000000 E+01) -0.1387778780781446E- 16)
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Table 5d - (x*,y*) Errors for the N Passive Points for
Case 1 of Table 1

Minimum Maximum Average
N Absolute Absolute Absolute

(x*,y*) Errors (x*,y*) Errors (x*,y*) Errors

9 (0.4024382966179019E-02, (0.6278764950668325E+00, (0.1996207355516254E+00,
0.2520039061903745E-01) 0.337361043809551 1E+00) 0.1619083382402230E+00)

10 (0.1582805831719725E-01, (0.6423776167331354E+00, (0.1980711788774709E+00,
0.4864096513365723E-02) 0.3579698859302312E+00) 0.1433714251349823E+00)

11 (0.11 00879490229545E-01, (0.6126943580061024E+00, (0.2036751592774664E+00,
0.3546885851960724E-02) 0.1779486288334908E+01) 0.5425102117542626E+00)

12 (0.6028025186776631E-01, (0.6251388819773638E+00, (0.1866369986295124E+00,
0.4981808377119989E-01) 0.5405317225314548E+00) 0.2440980163625828E+00)

13 (0.5626308878590436E-01, (0.6294361701831015E+00, (0.1968863732461189E+00,
0.6862320663533694E-01) 0.5330819869760717E+00) 0.2435047243560840E+00)

14 (0.1521096431766011 E-01, (0.6275501543913080E+00, (0.1964842256679358E+00,
0.55"0217803203903E-01) 0.6479275709758099E+00) 0.2340618985205403E+00)

15 (0. 1060293880712493E-01, (0.6381619431186145E+00, (0.1986282863810982E+00,
0. 1 798497007972699E-01) 0.6360967072482140E+00) 0.2,206215893212807E+00)

16 (0,5823335105219485E-03, (0.6438620235829795E+00, (0.1970078598763643E+00,
0. 1669982758357946E-01) 0.6840,549054947473E+00) 0.2150063496161627E.+0)

17 (0.5344401058778203E-02, (0.6234822848674817E+00, (0.2211059828609882E+00,
0.3883330810575103E-01) 0.7494738527229288E+00) 0.2310087872370876E+00)

18 (0,1093231859528032E-03, (0.6983313208065738E+00, (0.2657887676045804E+00,
0.6426312489566044E-02) 0.7993173679485176E+00) 0.2550204308148262E+00)

19 (0,9696063411951172E-02, (0.7093636422777081 E+00, (0.33379507,4543147E+00,
0. 1659786396299268E-02) 0.872 1493669122538E400) 0.2726283485370778E+00)

20 (0.1196666111559352E-01, (0,8676260585016280E+00, (0.3275083442645064P.+00,
0. 1 104991905939912E1301) 0.8548678360842814E+00) 0.2517123045060989E+00)
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Table 5e - (x*,y*) Errors for the Remaining 20-N
Passive Points for Case 1 of Table I

Minimum Maximum Average
N Absolute Absolute Absolute

(x*,y*) Errors (x*,y*) Errors (x*,y*) Errors

9 (0.4318829708654448E-01, (0. 1085567570463240E+01, (0.5170444065021852E+00,
0.4888170622348298E-01) 0.2083018054252555E+01) 0.1109180894636488E+01)

10 (0. 1465021322504185E+00, (0.1 153880902996320E+01, (0.4791986001591418E-00,
0.2065654248379012E+00) 0.1522524754607161E+01) 0. 1006125648363220E+01)

11 (0.3546885851960724E-02, (0.1779486288334908E+01, ((0.5425102117542626E+00,
0.2653134689094792E+00) 0.1544381 105053390E+01) 0.7434521067634922E+00)

12 (0.9180147631957070E-01, (0.2762056663705039E+01, (0.11 34050503362083E+01,
0.1671369401896072E+00) 0.6350726550878676E+00) 0.3644958724234577E+00)

13 (0.2873838530444388E+00, (0.2558850310582841E+01, (0.1 191316316173437E+01,
0.5854218282263446E-01) 0.8515339844744432E+00) 0.4053227062641841E+00)

14 (0.3079524907702265E+00, (0.2363529864137263E+01, (0.1 193151806351617E+01,
0. 1090904863855258E-01) 0.7175003472886894E+00) 0.3330876993584605E+00)

15 (0.6185071136478868E+00, (0.2410267998111863E+01, (0.1381879288108943E+01,
0.4214031062230106E-01l) 0,7195982281504740E+00) 0.3893003510051486E+00)

16 (0.59151I03810316076E+00, (0.2045950735991312E+01, (0.'1283208487657354E+01,

0,3300457824401093E-01) 0.7132511567935467E+00) 0.3777877373876892E+00)

17 (0. 1274923978958668E+01, (0.2138230193414017E+01, (0. 1606137274645 885E+0 1,

0.3071707323791273E-01) 0.4326879986239760E+00) 0.2724427290289479E+00)

18 (0.4258943178853656E+00, (0.1360616367263560E+0 1, (0.8932553425744629E+00,
0.3103607417319765E-01) 0.1590477041850171E+00) 0.9504188917910739E-01)

19 (0.4665989062911535E+00. (0.4665989062911535E+00, (0.4665989062911535E+00,
0. 1260788975383633B+00) 0.1260788975383633E+00) 0.1260788975383633E+00)
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Table 5f- (xw,yw,zw) Errors for the 27
Active Points for Case 1 of Table 1

Minimum Maximum Average

N Absolute Absolute Absolute
(xw,Yw,Zw) Errors (xw,yw,zw) Errors (xw,yw,zw) Errors

9 (0.1596321594636851E-03, (0.106260658143391 lE-01, (0.4291571159947359E-02,
0.1604080310115830E-03, 0.2571214424643564E-01, 0.8034829800058927E-02,
0.2398422677807321E-03) 0.6516362741600346E-01) 0.2906674855763060E-01)

10 (0.2231541851920316E-03, (0.1008291397673400E-01, (0.3834371535277658E-02,
0.9455040128725223E-04, 0.29542377270961 10E-0 1, 0.8537695880473063E-02,
0.2095923984274828E-02) 0.6431078675795598E-01) 0.2847846561736576E-01)

11 (0.5874181587421923E-03, (0.1360758453313921E-01, (0.6704762345042889E-02,
0.6441264379895006E-03, 0.2852816216400478E-01, 0.1062646350382908E-01,
0.1949101560040800E-02) 0.6661126773007187E-01) 0.2832002480480659E-01)

12 (0.5723247195239534E-03, (0.2659297626608903E-01, (0.8657531770053093E-02,
0.6902966097921404E-03, 0.1715713850385292E-01, 0.6600714604842277E-02,
0.2902105606079841E-02) 0.8141745984604043E-01) 0.2961807564423347E-01)

13 (0.2366571214813540E-03, (0.2585714019354279E-01, (0.7630623469984926E-02,
0.5002917458114542E-03, 0.1562269841858321E-01, 0.5930789683703837E-02,
0.5838282212655699E-03) 0.798890750026632E-01) 0.2925086968027759E-01)

14 (0.2620432317836929E-03, (0.2014776891788705E-01, (0.6165461561944539E-02,
0.3081317045505738E-03, 0.1571298107924668E-0l, 0.5231145830618758E-02,
0.2215389212247842E-03) 0.7398021296735702E-01) 0.2877566459091165E-01)

15 (0.3290856669289077E-03, (0. 1959090012186748E-01, (0.630923332529211 OE-02,
0.2319125390604082E-03, 0.1571543461366742E-01, 0.5275784601378159E-02,
0.1482631337419660E-02) 0.7369696110624724E-01) 0.2872111993586621E-01)

16 (0.4680758495689830-h-05, (0.11594248053379502-01, (0.4989976665353942E-02,
0.2523777423717455E-03, 0.1577635235951957E-0 1, 0.5496504866989661E-02,
0.6599012410193339E-03) 0.6715091777789306E-01) 0.2828473089091295E-01)

17 (0.7413343400246575E-03, (0. 1178230036326688E-01, (0.5764685763450729E-02,
0.1078243188135097E-04, 0.1768484491256439E-0 1, 0.60566116309309222-02,
0.2690921676602231E-02) 0.6822952017616446E-01) 0.2813445719662612E-01)

18 (0.2963435168703565E-03, (0.1057436627895414E-01, (0.5089673248663983E-02,
0,7281338429052653E-03, 0.1599502822766907E-01, 0.6310818465670224E-02,
0.7494847249265302E-03) 0.68804337995553859-01) 0.2800549607477694E-01)

27-31
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Minimum Maximum Average
N Absolute Absolute Absolute

(xw,yw,zw) Errors (xwyw,zw) Errors (xwyw,zw) Errors

19 (0.5136999971262490E-03, (0.1212875722905228E-01, (0.5580253046169232E-02,
0.1026301206041857E-03, 0.1417640253716423E-0 1, 0.6202797737520730E-02,
0.2830297666758241E-03) 0.6807941201017820E-01) 0.2823619399699645E-01)

20 (0.4726746520118397E-03, (0.1084155950314045E-01, (0.5416685985171796E-02,
0.2427989610949144E-03, 0.1477536029472559E-01, 0.6257914534587310E-02,
0.2614928934829841E-03) 0.6846505645678480E-01) 0.2808319601662889E-01)
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Table 6a - Intrinsic and Some Extrinsic Parameter Values for
Case 2 of Table 1

N (D1,D2,D3) (xO,YO) (pxF,pyF)

9 (-0.2117785606180813E+01, (0.1695765228271484E+03, (0.3099312744140625E+04,
0.9711010977197643E+01, 0.5574724121093750E+03) 0.3763842285156250E+04)
0.7648131848313530E+02)

(0.9979425807990820E+01, (0.6493806152343750E+03, (0.2586960205078125E+04,
0.4656437420176663E+01, 0.3090334472656250E+03) 0.3190581787109375E+04)
0.6541544557453690E+02)

10 (-0.2741018071862934E+01, (0.1442289123535156E+03, (0.3021485351562500E+04,
0.7876156455837568E+01, 0.4675102539062500E+03) 0.3684445312500000E+04)
0.7479402506322143E+02)

(0.1710286369428683E+01, (0.3230498046875000E+03, (0.2825020263671875E+04,
0.4625431296509269E+01, 0.3075107421875000E+03) 0.3456023925781250E+04)
0.7037678753742525E+02)

II (-0.6215886917185746E+01, (0.4447823524475098E+01, (0.2991073486328125E+04,
0.6130165758853136E+01, 0.3815520019531250E+03) 0.3672801513671875E+04)
0.7439137341692268E+02)

(0.1516089436755234E+0 1, (0.314183 1054687500E+03, (0.26051'70654296875E+04,
0.2015060658021544E+0 1, 0.1789614257812500E+03) 0.3198914306640625E+04)
0.6525479732049557E+02)

12 (-0.6134541786018752E+01, (0,7445616722106934E+01, (0.3061356689453125E+04,
0.8710342116435703E+01, 0.5084414062500000E+03) 0.3748012207031250E+04)
0.75948 10228422809E+02)

(0.1495825077341200E+01, (0.3135544433593750E+03, (0.2636434814453125E+04,
0.2115690913387500E+01, 0,1838894500732422E+03) 0.3234786132812500E+04)
0.6597090700883577E+02)

13 (-0.5586095349415532E+01, (0.2945146179199219E+02, (0.3124048095703125E+04,
0.9233850023650223E+01, 0.5340441894531250E+03) 0.3816273681640625E+04)
0.7740232712588345E+02)

(0.4012384416602852E+01, (0.4135627441406250E+03, (0.2363134033203125E+04,
0.2333108645395753E+01, 0.1948193969726563E+03) 0.2907780273437500E+04)
0.5939107154588387E+02)
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N (D 1 ,D 2,D 3) (xOYO) (PxFP yF)

14 (-0.5763108797928832E+01, (0.2216581726074219E+02, (0.3238117675781250E+04,
0.1 154343362424234E+02, 0.6469587402343750E+03) 0.3944461914062500E+04)
0.8009674184605099E+02)

(0.1730919197080688E+01, (0.3234819335937500E+03, (0.2531546875000000E+04,
0.1837878503278983E+01, 0.1703465881347656E+03) 0.3098187011718750E+04)
0.6320904673322807E+02)

15 (-0.5710921923129731E+01, (0.2426226806640625E+02, (0.3201484863281250E+04,
0.1078593195395788E+02, 0.6099584960937500E+03) 0.39041721 19140625E+04)
0.7923857391279075E+02)

(0.1553486058086590E+01, (0.3163630371093750E+03, (0.2548681396484375E+04,
0.1739745534151200E+01, 0.1655535583496094E+03) 0.3118000244140625E+04)
0.6362914262618872E+02)

16 (-0.5711357836575819E+01, (0.2417761230468750E+02, (0.3252593017578125E+04,
0.1189867305873222E+02, 0.6642822265625000E+03) 0.3961281005859375E+04)
0.8044786702915324E+02)

(-0.1085582931278695E+00, (0.2497030639648438E+03, (0.2535206787109375E+04,-0.5495675906080479E-01, 0.7768769836425781 E+02) 0.3090893554687500E+04)

0.6322840044200547E+02)

17 (-0.6170784606416882E+0 1, (0.5729712486267090E+01, (0.3266466308593750E+04,
0.1147673093030904E+02, 0.6436789550781250E+03) 0.3982834960937500E+04)
0.8085046038246436E+02)

(-0.2513364780541767E+00, (0.2438914794921875E+03, (0.2522071289062500E+04,
-0.3342507990982095E+00, 0.6406332397460938E+02) 0.3074283691406250E+04)
0.6292425282120246E+02)

18 (-0.5916601571588777E+01, (0.1588509178161621E+02, (0.3222129150390625E+04,
0.1116288279780411 E+02, 0.6283056640625000E+03) 0.3925753662109375E+04)
0.7969841595182842E+02)

(-0.4012377 825239448E+00, (0.2381201324462891 E+03, (0.2425977050781250E+04,
-0.6936300388133292E+00. 0.4691032409667969E+02) 0.2944851074218750E+04)
0.6038329885080842E+02)
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"4l

N (DI1,D2,D3) (x0 ,yO) (pxF,pyF)

19 (-0.5778371272688401E+01, (0.2133229064941406E+02, (0.3208008789062500E+04,
0.1188780039101138E+02, 0.6636633300781250E+03) 0.3900721191406250E+04)
0.7923806736729463E+02)

(0.1424489714816296E+00, (0.2603981933593750E+03, (0.2036758300781250E+04,
-0.2422193228875957E+01, -0.3527543640136719E+02) 0.2446442382812500E+04)
0.5064233217780490E+02

20 (-0,5499204284305338E+01, (0.3265710449218750E+02, (0.3246262939453125E+04,
0.1160534927416639E+02, 0.6497844238281250Z_+03) 0.3949144287109375E+04)
0.8023013952787822E+02)

(-0.3776929171147232E+00, (0.2397465972900391E+03, (0.7372712402343750E+03,
0.1286340120948821E+02, 0.67966088867118750E+03) 0.8561599121093750E+03)
0.1783916034245613E+02)

27-35



Table 6b - Some More Extrinsic Parameter Values for
Case 2 of Table 1

N Q,1 Q2 '23

9 (0.9996996899353168E+00, (0.1545345309451233E-01, (0.1901895713934270E-01,
-0.1583888870775079E-01, 0.9996687713424279E+00, 0.2028490096658342E-01,
-0.1869918575058691E-01) -0.2058004835213750E-0l) 0.9996133262727687E+00)

(0.9865684982106127E+00, 0.1329601629697633E-01, (-0.1628060634285065E+00,
0.6394200505487427E-03, 0.9963597915278151E+00, 0.9829686814656230E+00,
0. 1633468379873185E+00) -0.8420440473799108E-01) 0.9829686814656230E+00)

10 (0.9995339761353497E+00, (0.1478333436886592E-01, (0.2670736932003259E-01,
-0.1591237920126076E-01, 0.9989668087902511E+00, 0.4256889854785056E-0 1,
-0.2605046523986839E-01) -0.4297403821332383E-01) 0.9987365044396978E+00)

(0.9992655311438010E+00, (0.1332816612093323E-01, (-0.3592712423434641E-01,
-0.1019815381532174E-01, 0.9962483053655716E+00, 0.8593783634107756E-01,
0.3693773039395343E-01) -0.8550532733763181E-01) 0.995652514700417 1E+00)

11 (0.9972659790844294E+00, (0.1354852593888468E-01, (0.7264299281870067E-01,
-0.1823689278414770E-01, 0.9977658864140141E+00, 0.6427014586910672E-01,
-0.7160993438311423E-01) -0.6541921241760812E-01) 0.9952850566266459E+00)

(0.9992041828066820E+00, (0.1217017733021118E-01, (-0.3798536356785535E-01.
-0.7376809078964340E-02, 0,9922712588737913E+00, 0.1238682021377319E+00,
0.3919928251184508E-01) -0.1234894149179302E+00) 0.99157136942016622+00)

12 (0.9974373315654879E+00. (0.1468342163238262E-01, (0.7002261583720448E-01,
-0.1685178357247631E-01, 0.9993933991554882E+00, 0.3047705882898497E-01,
-0.6953263255440180E-01) -0.3157896219961446U-01) 0.9970797270812648E+00)

(0.9992547263322381E+00, (0.1214408985478145E-01, (-0.3664031910727500E-01,
-0.7585724433455896E-02, 0.9924919776412608E+00, 0.1220742851814368E+00,
0.3784770386038777E-01) -0.1217053630672785E+00) 0.9918444212239932E+00)

13 (0.9979555357743864E+00, (0.1510665859882281E-01, (0.6210102642658957E-01.
-0.1670232980396576E-.01, 0.9995414671064597E+00, 0.25256439055,92426E-0 1,
-0.6169101066101056E-01) -0.2624203499434977E-01) 0.9977502567290966E+00)

(0.9963610592565432E+00, (0.1334727135867717-0-O1, (-0.8418129212869815E-01,
-0.29832244893589524E-02, 0.9925184510056449E+00, 0.1220582838780727E+00,
0.8518063070372418E-01) -0.1213629876059136E+00) 0.9889465533547718E+00)
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N 22 3

14 (0.9979316698046449E+00, (0. 1576302232695928E-01, (0.6232101995340779E-0 1
-0.1569605834386695E-01, 0.9998755861540519E+00, -0.1563958297766524E-02,
-0.6233791906519810E-01) 0.5825291503569603E-03) 0.9980549306057306E+00)

(0.9990955459974864E+00, (0.12806844 64409833E-01, (-0.4054719005560599E-01,
-0.7516209259694723E-02, 0.9917405341187356E+00, 0.1280399140278120E+00,
0.4185207959407818E-01) 4-.1276193466497375E+00) 0.9909398093700470E+00)

15 (0.9979378937104435E+00, (0.1524686509730857E-01, (0.6234976665127276E-01,
-0.1570511379792730E-01, 0.9998530918876726E+00, 0.6866151997691999E-02,
-0.6223591967150355 E-01) -0.7831203443004984E-02) 0.9980307422896734E+00)

(0.9992184939974095E+00, (0. 1272797275949880E-01, (-0.3742191821623413E-01,
-0.779059495976563 IE-02, 0.9915829967675622E+00, 0.1292380251769330E+00,
0.3875187587358743E-01) -0.1288454858770541EI+00) 0.9909072271839498E+00)

16 (0.9979922338696359E+00, (0. 1550331071184010E-01, (0.6140967751801155E-01,
-0.1518208200156881 E-0 1, 0.9998685321870065E+00, -0.5694095915848407E-02,
4- 6148988146021803E-01) 0.4750336743157146E-02) 0.9980964025477874E+00)

(0-9998745541381291E+00, (0.1212548355219310E-01, (-0. 1019061507971759E-01,
-0.1.037493277631142E-0 1, 0.9875324017569503E+00, 0.1570736013785782E+00,
0. 11968 15595505377E-01) -0. 1569481701988748E+00) 0,9875343209804207E+00)

17 (0.9976350987704545E+00, (0.1549719048174159E-01, (0.6696302553229068E-01,
-0. 1553528224243200E-01, 0.9998793190628917E+00, 0.4812458902983541E-(04,
-0.6695419857569478E-01) .0.1 088300280581424E-02) 0.9977554564599412E+00)

(0.9998983922594802E+•0. (0,1 t97822331381769E-01, (-0,7728345434249662E-02,
-0. 1057065654927565E-0 1. 0,9867722628932841E+00, 0. 1617676185291259C+00,
0.956380557226193E2-02) -0.161669488"01 6382E+00) 0.9867986168779647E+00)

18 (0.9977489847487767E+00, (0. 3 561738069030328E-01, (0.6521549549884254E,01,
-0. 15842S4119804838E-0 1, 0.999870 1 678096354E+00, 0,2941412433673671 E.02,
-0.65161409)12704,7233E-:01) -0.39679900082,5559E.02) 0.9978668684948586E+00)

(0,99991701 ,2274650E+00, (0.1246045118571517E-041, (-0.3272585219073351E-02,
-0.1171831204713492.-01, 0.98523002108726101F+00, 0.1708346765477115E+00,
0.5352926352347676E-02) -0. 1707821498419658E240) 0.9852942725271586t+00)
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SN

19 (0.9977886657073789E+00, (0.1632614662892001 E-01, (0.6443008243157539E-01,
-0.1594379214003305E-01, 0.9998521232607014E+00, -0.6444152641164033E-32,
-0.6452576290199145E-01) 0.5402642623587430E-02) 0.9979014166612840E+00)

(0.9998524847538297E+00, (0. 1386292000669417E-01, (-0. 1014042309181133E-01,
-0.1 132065114859814F.-01, 0.9759000489516721E+00, 0.2179241549569386E+00,
0.1291710451938378E-01) -0.2177772116292521E+00) 0.9759130260970099E+00)

20 (0.9980842455383521E+00, (0.1574905435273172E-0 1, (0.5983148080344695E-01,
-0.1569115821215260E-01, 0.9998758530214807E+00, -0.1437392962119310E-02,
-0-5984669048577151E-01) 0.4958140387847611 E-03) 0.9982074572985014E+00)

(0.9996790870784272E+00, (0.1872461982181236E-01, (0.1706198905670390E-0 1,
-0.673379435214993 IE-02, 0.8457169305445573E+00, -0.5335892890640949E+00,
0.2442086959273657E-01) -0.5333031614408648E+00) -0.8455716167927548E+00)
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Table 6c - Yet More Extrinsic Parameter Values for
Case 2 of Table 1

N l.B-GI.B)(A.C) (Q-21 ,2*22 ( 1 2, * 3
0"3*'13) "-42* 3)

9 -0.8585629984736443E-09 (0. 1000000000000000E+01, (-0.7144892316679474E- 16,
0.1000000000000000E+01, 0.3469446951953614E- 17,
0.1000000000000000E+01) 0.520417042793042!E-17)

0.2910383045673370E- 10 (0. 1000000000000000E+01, (-0.1734723475976807E- 17,
0.1000000000000000E+01, -0.277555756156289 1E- 16,
0. 1000000000000000E+0 ) -0.2775557561562891 E- 16)

10 0.7712515071034431E-09 (0.1000000000000000E+01, (0.7031051088568496E- 16,
0.1 OOOOOOOOOOOOOOOE+O 1, 0.1 821459649775647E- 16,
0. 1000000000000000E+01) 0.3122502256758253E-16)

0.6839400157332420E-09 (0.1000000000000000E+01, (0.7031051088568496E-16,
0.1000000000000000E+01, 0.1821459649775647E- 16,
0. 1000000000 0000E+O 1) 0.3122502256758253E-16)

I 0.8620304470241535E-09 (0. 1000000000000000E+01, (0.7892991815694472E- 16,
0.1000000000000000E+01, 0. 1387778780781446E- 16,
0.9999999999999998E+00) -0.4163336342344337E- 16)

0.9295035852119327E-09 (0. 1000000000000000E+O 1, (0.1118896642005041 E- 15,
0.1000000000000000E+0 1, -0.2862293735361732E- 16,
0.9999999999999998E+00) 0.OOOOOOOOOOOOOOOOE+00)

12 0.110765085992 1705E-08 (0. 1OOOOOOQOOOOOOOOE+0 1, (0.9475926987523309E- 16,
0.1 OOOOOOOOOOOOOOE+O 1, O.OOOOOOOOOOOOOOOOE+O0,
0.9999999999999997E+00) -0.6678685382510707E- 16)

0.1238731783814728E-08 (0.1 OOOOOOOOOOOOOOOE+0 1, (0.1439820485060750E- 15,
0. 1000000000000000E+01, -0.4683753385137379E-16,
0.9999999999999997E+00) -0.1387778780781446E- 16)

13 0.1368789526168257E-08 (0. 1O00000000000000E+O 1, (0.1 158470021300761 E-15,
0.1 OOOOOOOOOOOOOOOE+0 1, -0.1734723475976807E- 17,
0.9999999999999998E+00) -0.3469446951953614E- 16)

0.1047737896442413E-08 (0.1 OOOOOOOOOOOOOOOE+O 1, (0.1474514954560286E- 15,
0.1000000000(JOOOOOE+0 1, -0.5551115123125783E-16,
0.9999999999999999E+00) -0.1387778780781446E- 16)
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N ild.B-(A.B)(M.C) (4"1' 1V22' ('12 21'803)

'3' 3) L22 -3)

14 0.1722582965157926E-08 (0. 1000000000000000E+01, (0.1349730060790783E- 15,
0.1000000000000000E+01, -0.2602085213965211 E- 17,
0.1000000000000000E+01) -0.2347297703431117E- 16)

0.1 119587977882475E-08 (0.1000000000000000E+01, (0.1457167719820518E- 15,
0.1000000000000000E+01, -0.8673617379884035E- 17,
0.10000 E+01) 0. 1387778780781446E- 16)

15 0.9904397302307189E-09 (0.10000000000000E+01, (0.8077306185017008E-16,
0.1000000000000000E+01, -0.1734723475976807E- 17,
0.9999999999999999E+00) -0.1994931997373328E- 16)

0.8521965355612338E-09 (0. 10(k0000000000 0E+O 1, (0.1075528555105620E- 15,
0.1000000000000000E-O1, -0.3989863994746656E- 16,
0.9999999999999999E+-00) 0.000000 00000OOE+00)

16 0.1538865035399795E-08 (0. 1000000000000000E+0 1, (0.1217016938614979E-15,
0. 1OOOOOOOOOOOOOOOE+O 1, O.OOOOOOOOOOOOOOOOE+00,
0.10000000000 E+01) -0.1994931997373328E- 16)

0.8740244084037840E-09 (0. 1000000000000000E+O1, (0,11 39496483282265E- 15,
0.1000000000000000E+OI, -0.433680868994201E- 17.0 .1000OOOOOOOOE+O I) O.00000•000(•(•OOE+00)

17 0.1317800979450i 12E-08 (0.1000000000000000E+O 1, (0. 1012881998326692E- 15,
0.1000000000r00000E+01, 0.0000000000000000E+00,
0.100000000000000E+01) -0.3355605723842636E- 16)

0.7139533408917487E-09 (0.100L0000OOOOOE+0 1, (0.9334980705100193E- 16,
0. IW000O000000000E+0 1, -0.7806255641895632E- 17
0.1 OOOOOOOOOOOOOOE+O 1) 0.2775557561562891 E- 16)

18 0.1547959982417524E-08 (0. 1000000000000000E+C 1, (0.1218643241873707E- 15,
0.10000O000000vE+01, 0.1387778780781446E- 16,
0. 100000000000000E+01) -0. 1734723475976807 E- 16)

0.6775735528208315E-09 (0,1 00000( O 0X000E+O 1, (0.9730714498057402E- 16+
0.1000000000000000E+01, -0.3469446951953614E- 17,
0. 1 OOOOOOOOOOOOOOOE+O 1) 0.2775557561562891 E. 16)
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SN l.B-(. B)(I.C) (01.O21, 22z*,2 , (91*92, -QIf.3,

f23003) f2203)

19 -0.600266503170132E- 10 (0. 1000000000000000E+01, (-0.3523657060577889E- 17,
0. 1000000000000000E+01, 0.OOOOOOOOOOOOOOOOE+00,
0.9999999999999997E+00) -0.8066464163292153E- 16)

0.2273736754432321E- 10 (0.1000000000000000E+01, (0.7155734338404329E- 17,
0.IOOOOOOOOOOOE+01, -0.3209238430557093E- 16,
0.9999999999999998E+00) 0.2775557561562891E-&16)

20 -0. 1246007741428912E-09 (0.1000000000000000E+01, (-0.9022594954152807E- 17,
0.1OOOOOOOOOOOO00E+01, 0.8673617379884035E-18,
0. 1000000000000000E+01) 0.2905661822261152E-16)

-0.1455191522836685E-10 (0.10000000.00000000E+01, (-0.6938893903907228E- 17,
0.100OO0OO0O0O0000E+0!, 0.1824159649775647E- 16,
0.1000000000000000E+01) -0.11 10223024625157E- 15)
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Table 6d - (x*,y*) Errors for the N Passive Points for
Case 2 of Table 1

Minimum Maximum Average
N Absolute Absolute Absolute

(x*,y*) Errors (x*,y*) Errors (x*,y*) Errors

9 (0. 1038079191232555E-02, (0.6286088913339825E+00, (0.1988452256251350E+00,
0.342100160286165 1E-01) 0.3319790318711853E+00) 0.1630018856877540E+00)

(0 4004454118234335E-01, (0.5867574788557519E+00, (0.2953271707577020E+(4O,
0.2038063291706749E-02) 0.6401350394102678E+00) 0.3279116899974094E+00)

10 (0. 142606973954002E-0 1, (0.6348179006421155E+00, (0.1896503845544348E+00,
0.7479686750585302E-02) 0.3943399048628180E+00) 0.1558605910091799E+00)

(0.4266083547422284E-01, (0.6117987299097010E+00, (0.2074478320208840E+00,
0.1289944174340008E+00) 0.5052717611746402E+00) 0.2612802870283321E+00)

11 (0.31681 55533040817E-01, (0.6036039894909067E+00, (0,1969811681689480E+00,
0.1087840377954308E-01) 0,4564413754530960E+00) 0.16991222-1476516263E+00)

(0.2218810710672869E-02, (0.58333499701 52568E+00, (0.2497072331409507 E+00,
0.1320762049511117E+00) 0.7008256650830980E+00) 0.4606403399499086E+00)

12 (0.8703168007107109E-01, (0,6647641072003374E+00, (0.2284077747038156E+00,
0.1715331685218047E-01) 0.5999703232546949E-+00) 0.2254253012744923E3+00)

(0.1949413329464988E-0!, (0.5847551863258964E+00, (0.2351912468785888E+00,
0,6195382484236234E-02) 0.6340899260071318E3+00) 0.4023850983885922F.+00)

13 (0. 1125627172183385E-01, (0.700385882840853E+00, (0.2779221789615354E+00,
0.65)6158945186135E-01) 0.6265387821669606B3+00) 0.2593183807604156E+00)

(0.,3391689553030375E-02, (0,9005402035541650E+00, (0.42363017639544511E+00,
0.1260581112589421E+00) 0.1683592363485577E+01) 0.6681585978416672E+00)

14 (0.3910154447012459B-01, (0.77998740690635426+00, (0,2627670028284957E+00,
0.4195389170502040E-01) 0.90282916536517631C+00) 0.3252735197775772E+00)

(0.1983170181034666E-02, (0.9301719801702575E+00, (0.4434703240952873E+00,
03406228817334522E-01) 0.1068638235315674E1+01) 0.4509735825433382E+00)
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Minimum Maximum Average
N Absolute Absolute Absolute

(x*,y*) Errors (x*,y*) Errors (x*,y*) Errors

15 (0.1400675724039502E-01, (0.7770885213396177E+00, (0.2370576298806988E+00,
0.78581741525469970E-02) 0.7770885213396177E+00) 0.2370576298806988E+00)

(0.2945519241915662E-02, (0.8961163564725325E+00, (0.4123319837272236E+00,
0.2405663196140040E-01) 0.9227335623281689E+00) 0.4288677967641613E+00)

16 (0.1 179340654493899E-01, (0.8163156574246671E+00, (0.1450540659222931E+00,
0.2712856343981684E-01) 0.9807563005031739E+00) 0.3086507519686204E+00)

(0.338 1706009427887E-02, (0.1389745237915463E+01, (0.5075342889959653E+00,
0.4193585682804724E-01) 0. 1034409506377720E+01) 0.3688913434924501E+00)

17 (0.3153436072683036E-02, (0.8139733984387156E+00, (0.2727015208439005E-s-00,
0.1904853643484827E-01) 0.111053111221497 1E+01) 0.351475722252111OE+00)

(0.3551300893057885E-02, (0.1369161340419225E+01, (0.5339067634679606E+00,
0. 1439539767503106E-02) 0. 1079599446537085E+01) 0.3602941310019461 E+00)

18 (0.1968116051635249E-01, (0.7672689029205984E+00, (0.2696167675028717E+00,
0.3427998813203459E-01) 0.1014714193430393E+01) 0.3317371256639474E+00)

(0.3988533157548346E-01, (0.2125394047009365E+01, (0.7229810427237129E+00,
0.18954723rA46215E-O1) 0. 1498513398216790E+01) 0.4492775092449117E+00)

19 (0.4407681433132637E-02, (0.7165729248358552E+00, (0.3143791743059311 E+00,
0. 1722•'.• 797864746E-01) 0.9712149091995457E+00) 0.3057247903152630E+00)

(0.9044332329516536E-01, (0.3894934530589808E+01, (0.1552322710254208E1+01,
0.1860912966649053E+00) 0.1836819101311 74E+01) 0.1071198554251172E+01)

20 (0.1734492731146275E-01, (0.7897223208551 125E+00, (0.3125503966216138E+00,
0.1670379557559798E-01) 0. 1075778664S40243E1+01) 0.3212171096356846E+00)

(0.1036257113829357E+00, (0.3073858433234295E+02, (0.1223980530239721E+02.
0.3534209047049220E+01) 0.3044195694314681 E+02) 0.1228249477206069F.+02)
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Table 6e - (x*,y*) Errors for the Remaining 20-N
Passive Points for Case 2 of Table 1

Minimum Maximum Average
N Absolute Absolute Absolute

(x*,y*) Errors (x*,y*) Errors (x*,y*) Errors

9 (0.5282556432024421E-01, (0.9996655872960787E+00, (0.5154694235507281E+00,
0.3340408288357821E-01) 0.2020797885577174E+01) 0.1106040111612314E+01)

(0.4220995096550268E+00, (0.5807964057028755E+01, (0.2232862978218517E+01,
0.1047214809718753E+00) 0.5496809172280610E+01) 0.1969698969950074E+01)

10 (0.1259569168746566E-01, (0. 1874081794293772E+01, (0.6215014168517147E+00,
0.3099382210794879E+00) 0.1800636387014592E+01) 0. 1018194310364604E+01)

(0.4266083547422284E-01, (0.4047674865793454E+01, (0.8593811553287612E+00,
0.1289944174340008E+00) 0.2988911624906947E+01) 0.6577629494429155E+00)

11 (0.7454671306724592E-01, (0.2202029543466551E+01, (0.7231878605025119E+00,
0.2492016067715603E+00) 0.1317093137124459E+01) 0.6863573429537801E+00)

(0.1572158049338555E+00, (0.5980939862138086E+01, (0.2594549370095079E+01,
0.6856407149729193E-01) 0.2394615386539542E+01) 0.6408494729278603E+00)

12 (0.6013709916538801IE-01, (0.1746247173033282E+01, (0.6048102344756168E+00,
0. 1054753385244567E-01) 0.6894886911502738E+00) 0.3845130428928343E+00)

(0.1 397090360529347E+00, (0.5563564844721043E+01, (0.2631154587826801 E+01,0.3775596414613691E-01) 0.2336096571546342E+01) 0.6800800081143263B+00)

13 (0.6186478434244691 E-02, (0.1430799759857393E+0 1, (0,5160479863671483E+00,
0.5655274604518112E-01) 0.82576043753 12333E+00) 0.4299245302574326E+00)

(0.35856461984273841E+00, (0.7324551554460925E+01, (0.4059119413844785E+01,
0.3017988962727145E+00) 0.3644896000514937E+01) 0.1363293799701536E+0 1)

14 (0.6689807256793756E-01, (0.9271112133815791.E+00, (0.4526017591125034E+00,
0. 1252561348318650E+00) 0.9254983955169820E-+00) 0.36129941348600411E+00)

(0.1546297899111906E+00, (0.5091554914738936E+01, (0.2803109517727950E+01.
0.3417990243966464E+00) 0.2790039445228032E+01) 0.9388820588853815E+00)
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Minimum Maximum Average
N Absolute Absolute Absolute

(x*,y*) Errors (x*,y*) Errors (x*,y*) Errors

15 (0. 1723840661327358E-01, (0. 1134018792907682Eo+01, (0.4690016354588863E+00,
0.1268572191589072E+00) 0.8787144552759649E+00) 0.3861179197654792E+00)

(0.8141962549360038E+00, (0.4999756103855418E+01, (0.3250154340730955E+0 1,
0.3889946809692653E+00) 0.2734790502843769E+01) 0. 1033884451179438E+01)

16 (0.2240778425190229E+00, (0.9535933863699597E+00, (0.5596209123336999E+00,
0.2901047178972682E+00) 0.9180769036191201E+00) 0.5388656649735770E+00)

(0.7264496190217358E+00, (0.4351397212936376E+01, (0.3040634821862533E+01,
0.2718974611050733E+00, 0.2471482293558175E+01) 0.9870770148983627E+00)

17 (0.2168888826254829E+00, (0.9350045956254007E+00, (0.5465981160225131 E+00,
0.3895626877553013E+00) 0.7662439050780918E+00) 0.5211065464114242E+00)

(0.2773971163822296E+01, (0.4464570744278660E+01, (0.3885744252140322E+01,
0.5148290121510399E+00) 0.2466519948500125E+01) 0.1221589760173595E+01)

18 (0.2964938036394074E+00, (0.8520482700070033E+00, (0.5742710368232053E+00,
0.1832561966586184E+00) 0.4560667403683212E+00) 0.3196614685134698E+00)

(0.3794674134965931 E+0 1, (0.3864864669648114E+01. (0.3829769402307022E+01,
0.1056660310515113E+O1) 0.3087335524442835E+01) 0.2071997917478974E+01)

19 (0.6782588973939028E+00, (0.6782588973939028E+00, (0.6782588973939028E+00,
0.3378244995046593E+00) 0.3378244995046593E+00) 0.3378244995046593E+00)

(0.4281334898344710E+01, (0.4281334898344710E+01, (0.42813348983447 1OE+O1,
0.4623775320636465E+01) 0.4623775320636465E+01) 0.4623775320636465E+01)
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Table 6f - (xw,yw,zw) Errors for the 27
Active Points for Case 2 of Table I

Minimum Maximum Average
N Absolute Absolute Absolute

(xw,yw,zw) Errors (xw,yw,zw) Errors (xw,yw,zw) Errors

9 (0.5228363717302287E-04, (0.1067265051264865E-01, (0.4494689455145682E-02,
0.252586562920598 1E-03, 0.2655860448160285E-0 I, 0.8162101918646364E-02,
0. 1583443346164559E-02) 0.6508124736993626E-01) 0.2917917735282410E-01)

(0.6936369465173620E-03, (0.9278913672760258E-01, (0.1453622544691902E-01,
0.8036503227517588E-03, 0.3224102356851688E-01, 0.1 125475595143662E-01,
0.6451612350689917E-02) 0.1054167826351156E+00) 0.3613491417826466E-01)

10 (0.2346477548038732E-05, (0.1050898205916595E-01, (0.4220990968468458E-02,
0.5012882341597080E-04, 0.2520480359737820E-01, 0.7512093478030253E-02,
0.2647193748382293E-02) 0.6503140021477516E-01) 0.2861986445991471E-0 1)

(0.4118862442681337E-03, (0.4668859447355556E-01, (0.1008546458759866E-01,
0.6373705499185256E-04, 0.1 179277615998053E-01, 0.6053817546429567E-02,
0.3404028067222065E-03) 0.8747101743851671E-01) 0.3042241657329165E-01)

11 (0.2636014605761350E-03, (0.1600877723727570E-01, (0.7299459213881468E-02,
0.5031246710414106E-03, 0.2501859971420184E-01, 0.9878650792618139E-02,
0.9764845105020292E-04) 0.7107960384743528E-01) 0.2848856238192368E-01)

(0.4397026888036670E-04, (0.8136709931292296E-01, (0.1681513505830325E-01,
0. 1517584123988946E-04, (i.2077 872248783574E-01, 0.73109228603142222E-02,
0.5240563091975625E-02) 0. 1169588201349105E+00) 0.2659075735763622E-01)

12 (0.8249884816171615E-03, (0.16096137251502051E.01, (0.6902180051380193E-02,
0. 348999371328929E-03, 0.1606953849869752E-0 I, 0.7574206455910087E-02,
0.4499238450066390E-03) 0.7200710118836584E-01) 0.2897701380658698E-01)

(0.125225232184613 1 E-03, (0.7119110414295693E-01, (0.1505812905607160E-01,
0.2270983074390553E-03, 0.2022441211675963E-01, 0.6819122300431086E-02,
0.465-992071165573E-02) 0.1081043924320015E+00) 0.34489420711 10557E-01)

13 (0.3294533928477339E-03, (0. 1120107871262821 E-01, (0.5691570500080073E-02,
0. 1731457039058082E-03. 0.1570857498229361E-0 1,. 0,7384784435987552E-02,
0.2097448754635245E-02) 0.6625327751645949E-01) 0.2896964102130025E-0)1)

(0.3706061140139050E-03, (0. 12 10028247057522E+00, (0.2174946999916754E-01,
0.8126824767917817&-03, 0.3088696346821895E-01, 0. 1325770293265586E-01,
0.3606593654903456PE-03) 0.1414435805021321. E00) 0.4161682685221580E-01)
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Table 6f - (xw,yw,zw) Errors for the 27
Active Points for Case 2 of Table 1

Minimum Maximum Average
N Absolute Absolute Absolute

(xw,yw,zw) Errors (xw,Yw,zw) Errors (xw,yw,zw) Errors

9 (0.5228363717302287E-04, (0.1067265051264865E-01, (0.4494689455145682E-02,
0.2525865629205981E-03, 0.2655860448160285E-01, 0.8162101918646364E-02,
0.1583443346164559E-02) 0.6508124736993626E-01) 0.2917917735282410E-01)

(0.6936369465173620E-03, (0.9278913672760258E-01, (0.1453622544691902E-01,
0.8036503227517588E-03, 0.3224102356851688E-01, 0.1125475595143662E-01,
0.6451612350689917E-02) 0.1054167826351156E+00) 0.3613491417826466E-01)

10 (0.2346477548038732E-05, (0.1050898205916595E-01, (0.4220990968468458E-02,
0.5012882341597080E-04, 0.2520480359737820E-01, 0.7512093478030253E-02,
0.2647193748382293E-02) 0.6503140021477516E-01) 0.2861986445991471E-0 1)

(0.4118862442681337E-03, (0.4668859447355556E-01, (0. 1008546458759866E-0 1,
0.6373705499185256E-04, 0.1179277615998053E-01, 0.6053817546429567E-02,
0.3404028067222065E-03) 0.8747101743851671E-01) 0.3042241657329165E-01)

11 (0.2636014605761350E-03, (0.1600877723727570E-01, (0.7299459213881468E-02,
0.5031246710414106E-03, 0.2501859971420184E-01, 0.9878650792618139E-02,
0.9764845105020292E-04) 0.7 107960384743528E-01) 0.2848856238192368E-0 1)

(0,4397026888036670E-04, (0.8136709931292296E-0 1, (0.1681513505830325E-01,
0.1517584123988946E-04, 0.2077872248783574E-01, 0.7310922860314222E-02,
0.5240563091975625E-02) 0.1169588201349105E+00) 0.2659075735763622E-01)

12 (0.8249884816171615E-03, (0.1609613725150205E-0I, (0.6902180051380193E-02,
0.1348999371328929E-03, 0.1606953849869752E-01, 0.7574206455910087E-02,
0.44992384500663901-03) 0.7200710118836584E-01) 0.2897701380658698E-01)

(0,125225252184613 1E-03, (0.7119110414295693E-01, (0.1505812905607160E.01,
0.2270983074390553t-03, 0.2022441211675963E.-01, 0.6819122300431086E-02,
0.4657992071165573E-02) 0. 1081043924320015E+00) 0.3448942071110557E-)1)

13 (0.3294533928477339E-03, (0. 1120107871262821E-01, (0.5691570500080073E-02,
0.1731457039058082E-03, 0. 1570857498229361E-01, 0.7384784435987552E.02,
0.2097448754635245E-02) 0.6625327751645949E-01) 0.2896964102 ! 30025E-0 1)

(0.3706061140139050E-03, (0.1210028247057522E+00, (0.2174946999916754E.01,
0.8126824767917817E-03, 0.3089696346821895E-01, 0. 1 325770293265586E-01,
0.3606593654903456E-03) 0. 1414435805021321E+00) 0.4161682685221580E-0 1)
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Minimum Maximum Average
N Absolute Absolute Absolute

(xw,yw,zw) Errors (xwYw,zw) Errors (xw,yw,zw) Errors

14 (0.7191167663152254E-03, (0. 1453412581926594E-01, 0.5760915485557416E-02,
0.5159123325475523E-03, 0.1667273206356509E-0 1, 0.6630674213552699E-02,
0.3288484471064779E-02) 0.6266723184920364E-01) 0.2950784713382639E-01)

(0.3210351399041134E-03, (0.5859768405182542E-01, (0. 1435799764294138E-01,
0.8639457931869376E-03, 0.2385729286837579E-01, 0.8847446588805029E-02,
0.3305708788392092E-02) 0.9619234988853065E-01) 0.3105438663906428E-01)

15 (0.1533217182039248E-03, (0.130311850607323 1E-01, (0.5762562698864951 E-02,
0.9383909404747648E-03, 0.1603554119002107E-01, 0.6560221653082244E-02,
0.4427422041833662E-02) 0.6376879631831756E-01) 0.2937916962760228E-01)

(0.7604744248665973E-03, (0.5594711177407707E-01, (0.1385280015431861 E-0 1,
0.1179835579440791 E-02, 0.2281 192964365752E-01, 0.8260579577557742E-02,
0.2986440729707995E-02) 0.9447615101626816E-01) 0.3055142515401643E-01)

16 (0.5330730620998203E-03, (0.1626917704397112E-0 1, (0.5902800493182579E-02,
0.8653913757528109E-04, 0.1725583138682950E-01, 0.6373972296784429E-02,
0.5401539428952606E-02) 0.6284294723628828E-01) 0.2969017998872732E-01)

(0.4911425285027970E-03, (0.3335097441051471E-01, (0. 1328042680098461E-01,
0.6103844265163694E-03, 0.2482347152071131E-01, 0.8046237346116551E-02,
0.1751577797408421E-02) 0.8046032551797211 E-0 1) 0.2836235034959828E-0 1)

17 (0.6421475504003737E-04, (0. 1790976227874852E-01, (0.6375180863216485E-02,
0.3611024789607065E-04, 0. 1788864716743710E-01, 0.7227373345693220E-02,
0.583 1040525228648E-02) 0.6244366467310769E-01) 0.2968734025613637E-01)

(0.969976897294611 OE-03, (0.3283736080290045E-0 , (0.1 393149327321614E-0 1,
0,3994479546713114E-03, 0.2553266755488193E-01, 0.8271819321469888E-02,
0.7295528268567164E-03) 0.8262889507751825E-01) 0.2818034149426740E-0 1)

18 (0.1509801688654999E-03, (0.1471806314261248E-01, (0.5616003467860299E.02,
0.2767465122606172E.03, 0.1 629752095986747E-0 1. 0.7062799347949174E.02,
0.3084724717275833E-02) 0.6370859719327693E-01) 0.2913842381232204E-0 1)

(0.1606398662 11 1319E-02, (0.4708181027149183E-01. (0. 1614174941344779E-01,
0. 1081606124517798PE-03, 0.2751604775472560E-0)., 0.92829191941906IOE-02,
0.9847731130185888E-03) 0.9333482617503552E-01) 0.3152895573057644-E-01)

27-48



Minimum Maximum Average
N Absolute Absolute Absolute

(xw,yw,zw) Errors (xwyw,zw) Errors (xw,yw,zw) Errors

19 (0.41 52474701646369E-05, (0.1447119556894294E-01, (0.5518375592831470E-02,
0.7676524643747129E-03, 0.1545364193443399E-01, 0.6710339709454375E-02,
0.3299738634821026E-04) 0.6574244136237373E-01) 0.2876912206904406E-01)

(0.6321479742432690E-03, (0.9433104724536734E-01, (0.3064600567645777E-01,
0.3890225595325703E-02, 0.4825932115428144E-0 1, 0.2091268912586699E-0 1,
0.6744919104955116E-03) 0.1210677435848013E+00) 0.4988088806478419E-01)

20 (0.3348569448307082E-03, (0. 1573608847422125E-01, (0.5322120547290273E-02,
0.43164934519 10208E-03, 0.1731899954361937E-01, 0.7273140664527009E-02,
0.6057567760624494E-03) 0.6383076296747237E-01) 0.2912695885603052E-01)

(0.3599787329378046E-04, (0.1059297954398797E+01, (0.3226197270038626E+00,
0.4773479688596538E-02, 0.7707613894433230E+00, 0.2515454151239359E+00,
0.4152591398051353E-02) 0.1207167525062547E+01) 0.3816839398469778E+00)
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Table 7a - Intrinsic and Some Extrinsic Parameter Values for
Ganapathy's Method

N (D1,D2,D3) (xOYO) (pxF,pyF)

9 (-0.1831585-86141248E+01, (0.1811729635180630E+03, (0.3090833820861565E+04,
0.9596208354345290E+01, 0.5518129888844340E+03) 0.3753658262863506E+04)
0.768266917922032E_+02)

10 (-0.4464733295194675E+0 1, (0.7456805801897887E+02, (0.3084615320909994E+04,
0.9123046769864648E+01, 0.5289013943898259E+03) 0.3759059993627350E+04)
0.762668420847199 1E+02)

11 (-0.5308087859627368E+01, (0.4104864770755466E+02, (0.3034429676230926E+04,
0.6730325185095466E+01, 0.4112183481442833E+03) 0.3728405543471993EE+04)
0.7547727515821302E+02)

12 (-0.3676193483904240E+01, (0.1064471597602367E+03, (0.2946392929647991E+04,
0.6592161363107329E+01, 0.4040610643783836E+03) 0.3608228298802135E+04)
0.7317454254905257E+02)

13 (-0.2877743233659796E+01, (0.1386822644559387E+03, (0.2959971193544175E+04,
0.7326270786045625E+01, 0.4401817804977597E+03) 0.3617656619134762E+04)
0.7.40521554601636E+02)

14 (-0.2354735253100529E+0 1, (0.1597971145181846E+03, (0.2970488686863565E+04,
0.7152969942175281E+01, 0.4315535734507180E+03) 0.3627389064966739E+04)
0.7361646307644597E+02)

15 (-0.2589635553503231E+01 , (0.1502576650965697E+03, (0.2966788498943270E+04,
0.6912293033137593E+01. 0.4197118837738602E.+03) 0.3624123125984675E+04)
0.7354863886422616E+02)

16 (-0.3314983053413600E+01. (0.1209943890665230E-+03, (0.2996495249740732E+04,
0.6741798955228780E+01, 0.4112946613107173E+03) 0.3659844274120903E+04)
0.642587928728531 IE+02)

17 (-0.3461786566080479E+01, (0. 1 150767433432388E+03, (0.2980600156247040E1+04,
0.60123645905478831+01, 0.3753281576166727E+03) 0.36427275407S8S83E-+04)
0.7391687504320398E+02)

18 (-0.4510819083218941E+101, (0.7267736215616058E1+02, (0.3060973827797450E+04,
0.8063668294055411 E+01, 0.4763169345148212E+03) 0.37341303126140661E+04)
0.7575528100290326E+02)

19 (-0.5277656417365936E+01, (0.4158882006779235E+02, (0.3139004768081942E+04,
0.1059218512191298E+02, 0.6003682930477088E+03) 0.3819540386883299LE+04)
0.775373115789425E402)

20 (-0.5059738370646798E+01, (0.504322050213141311+02, (0.3116531860286946E+04,
0.9726934481791718BE+01, 0.557980514357748 1E+03) 0.3795319895638180r.+04)
0.7702205151528707E+02)
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Table 7b - Some More Extrinsic Parameter Values for

Ganapathy's Method

A

9 (0.9997643526730505E+00 (0. 1.• 17032875061366E-01, (0.1528666499076834E-01,
-0.1574170675975445E-01, 0.9996459273343273E+00, 0.2162857720814593E-0 1,
-0.1494783571378382E-01) -0.2186049151989079E-01) 0.9996491997302910E+00)

S10 (0.9986794133801167E+00, (0. 1661581274213621E-01, (0.4904806033989164E-01,
-0. 1662672307678440E-01, 0.9994737754253607E+00, 0.2701387145494248 E-01,
-0.4861040406826467E-01) -0.2785833813948826E-01) 0.9984310384427710E+00)

11 (0.9984834262753971E+00, (0.1465811234218936E-01, (0.8673705590812407E-0 1,
-0.1714535625281632E-01, 0.9982065689810615E+00, 0.5655926684762931E-01,
-0.5889712652028585E-01) -0.5804123866373843-E01) 0.9946244177909818E+00)

12 (0.9991475540306655E+00, (0.1191033750601709E-01, (0.388454826255 1291E-01,
-0.1619124339067928E-01, 0.9982491068815458E+00, 0.5743690624969224E-01,
-0.3797379243639036E-01) -0a5793845416205835E-01) 0.9975931186009931E+00)

13 (0.9994977505163902,E+00, (0.1218848448644401-E01, (0.2806873570289000E-01,
-0.1604573279131959E-01, 0.9987576276975204E+00, 0.4796093940552233E-01,
-0.2732729719283554E-0 1) -0.4831813284828990E-01) 0.9984547532899931E+00)

14 (0.9996621354376912E+00, (0. 1131919142741340E.01. (0.2144215959905586E.01,
-0. 1575302860718448E101. 0.9986627286362480Ei00, 0,5019354671290914E-01,
-0.2067503474861387E-01) -0.5044432909885147E-01) 0.9985093097513451E+00)

15 (0.9995923461817180E+00, (0.1 135939512862954E-01, (0,2467057927548591 E-.I,
-0.15670011201711079-01. 0.99849,8521t746922 .4, 0,5332630872160107E-0I,
-0.238M1308943W81I-31) 053619 029 640-6970c-0)! 0.9982723412558020E+00)

16 (0,9992959191910402 ,00, (0. 113671411446 1,74'-01.. (0,3465309997891840E.01,
-0.1629665117143274E-41. 0.99 8362942 .235)08E 00, 0.5563216631025542E.01,
-0.3379474883366'91E-.01) 0565553-5 147 8 3 E - 00.1978498006&81994E+00)

17 (0,9992124618761766E+00, (f. I10.173631972769B-,0 1 (0.3703368550695294E-01.
-0. 1664943978054988E-0 1, 039977681660584518E+00, 0.6540898464459236E2-01.
-0.3601738727814982E-01) -0.6V748345715389"-1) 0.9971710840500418$E00)

18 (0.998603790483799M2&, (0,1287231749261218 -0 1, (0.50625026495133238,01,
A .Q1707842060071204ti--01, 1..9991222037315357E+00, 0.3916479188728599E-0 1,
0,499879703645K6 "31.-0) -4,3,96381783885198"3)1) 0.9979495106310703-+00)

19 (t,9980807390928246E400 (O.150919621.20242E-01, (0.597539452994542E-0I.

.,0.1676143915097316C-0I, 0.9998468568729034E+00. 0.7943056025071702E-)2,
-0.5961453186521927E-01) -0.8859755470991207E.02) 0.9981815335309166E+00)

20 (089982304889691112 2E0+0D,' (0.1432945200336865E-01. (0.5729860674042830E-01,
-0.1698622305784685E-01, 0.9997091413607912E+00, 0.1854756494280470E-01,
-0.56i98,5608 6731 18E-O1) -0.193984402711355OE-01) 0,9981847812405769E+00)
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Table 7c - Yet More ExtrinAic Parameter Values for
Ganapathy's Method

N (LI1*11, 922"Q2, (QJIL22, 92IOE3,

030f3) K22f3)

9 (0. 1000000000000000E+01, (-0.2426121126232542E-03,
0.1000000000000000E+01, 0.9367506770274758E- 16,
0. 1000000000000000E+01) -0.5984795992119984E- 16)

10 (0,.I00000000000000E+01, (0.1330101592354716E-,02,
0.1000000000000000E+01, 0.2478052485432869E- 14,
0.9999999999999999E+00) 0.2654126918244515E- 15)

11 (0.1000731987300039E+01, (0.9397371720494538E-03,
0.1000000000000000E+01, 0.2705526381388256E-0 1,
0.10000000000000E+01) 0.1353084311261910E-15)

12 (0.1000000000000000E+01, (-0.2062566834795333E-02,
0.1000000000000000E+01, 0.7979727989493313C- 16,
0.IOOOOOOOOOOOOOE+01) -0.1396452398161330E- 15)

13 (0. 10000WOMOOOO OOOE+0 1, (-0.25230312114773827E-02,
0.1000000000000OOE101, 0,1029558382992235E- 14,
0.9999999999 9M)99E 4O) 0.3747002708109903E- 15)

14 (0. 1000000(XX)OOOOOE+01, (-0.337365720239037E-O2,
0.100000000C30'XOE,-+)I, -0.5030698080332741 --16,
0. 1 00O00U"V0 0E+O 1) .0. 192543958334256E- 15)

15 (0. 1000000000000OOOE+01. (-0.3012013650800165E-02,
0. 1 000000000O(X0E+O 1, 0.64878658 .1-53259E- 15,
0. IOOOO E+01) 0.2983724378680108E-15)

16 (0.. I00 00000MOOE+0 1, (-0.3016452288493704E-02,
0.1000000000000000E+0I. -0.3720981855970251 E- 15,
O.10000000•0•00000E+01) -0,2133709875451473E- 15)

17 (0.1 0(KX)•OOOOO0OOE+- 1, (-0.3227210156769186E-02,
O. 10000000000000001+Oi, 0.6305719835175694E- 15.
0.9999999999999999E+0O) 0.2081668171172169r-15)

18 (0.1000000OOOOO 00E+01, (-0.2216315421997832--02,
0. 1 0000cOf30000OOE+01, 0.7008282842946301 E- 15,
O. DIEOOODODOOO WE4. 1) -0.3729655473350135E- 16)
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N (U209Q , 22,22, (f 1 *' 2 , n1*L23,

f23*923) •2 2 3)

19 (0. 1000000000000000E+O 1, (-0.1 167698302221234E-02,
0.1000000000000000E+01 0.2411265631607762E- 14,
0. 1000000000000000E+O1) 0.8760353553682876E-16)

20 (0.9999999999999999E+00, (-0.1571754743190445E-02,
0.1000000000000000E+01, -0.1627170620466245E- 14,
0.1000000000000000E+01) -0.1196959198423997E- 15)27-5
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Table 8a - Errors in the Least-Squares Approximation
for Case 1 of Table 1

N Least-Squares Residual
Error Error

9 0.3256137891011078E+01 0.2219380229917350E+00

10 0.1760779203087727E+01 0.1645271290708509E+00

11 0.6867349001990916E+00 0.9827664698470877E-01

12 0.8495070554953050E+00 0.1045941302530123E+00

13 0.3068583929983710E+00 0.6056639318606238E-01

14 0.3422768827397124E+00 0,6401691251834318E-01

15 0.32. 1028922070998 1E+00 0.6232715459810040E-0I

16 0.3572251985032027E+00 0.6572776505502603E-01

17 0.3898026267980995E+00 0.6599538999'703393E-01

18 0.3953391871408966E+00 0.6287523862451821E-01

19 0.3351267129082863E+00 0.5525814830772850E-01

20 0.2273352971421487E+00 0.4492611905999137E-01
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A Table 8b - Errors in the Least-Squares Approximation
for Case 2 of Table 1

N Least-Squares Residual
Error Error

9 0.2035649800065858E+02 0.2074536845554875E+00

0.5181288602131380E+03 0.2074536845554875E+00

10 0.10297997358086 17E+02 0.1424001207269998E+00

0.2622380220245377E403 0.1424001207269998E+00

11 0.3288178965760172E+01 0.7695395008157505E-01

0.8267112161138230E+02 0.7695395008157507E-01

12 0.3932107918472083E+01 0.7819684518194255E-01

0.9634121946838493E+02 0.7819684518 194259E-01

13 0. 1700057428554727E+01 0.4980872688669886E-01

0.4153R86842610"7 9E+02 0.4980872688669888E-01

14 0.1976076903826657E+01 0.51 13885566063096E-0 1

0.4884834456434653E+02 0.5113885566063099E-01

15 0.1590895826026644E+01 0.4638285897055979E-01

0.3914920786481321E+02 0.4638285897055981E-01

16 0.1838059986498788E+01 0.4864636493422057E-01

0.4589131399723282E+02 0.4864636493422058E-01

17 0.1 827400160524136E+01 0.48850/7508650895E-01

0.4535567823944662E+02 0.4835077508650895E-01

18 0.1859264126361809E+01 0.4829718622007676E-01

0 4740237464671525E+02 0.4829718622007678 E-01
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N Least-Squares Residual
Error Error

19 0.1778277570756400E+01 0.4577825252561965E-01

0.4669709808487448E+02 0.4577825252561966E-01

20 0.1567152302091170E+01 0.4080616142991288E-01

0.4133051064025834E+02 0.4080616142991288E-01
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SURVIVAL ANALYSIS OF RADIATED ANIMALS FOR SMALL SAMPLE SIZES

by

Ramesh C. Gupta
Department of Mathematics

University of Maine
Orono, Maine 04469

ABSTRACT

The relative risk is an important parameter in certain

epidemiological studies. It is given by the ratio of the rates of

attack of a certain disease between the exposed and the control group.

This study deals with the tests of hypothesis regarding the relative

risks when the survival data are available in the contingency table

form. Small sample uniformly most power unbiased tests are derived to

(i) test the hypothesis that the relative risk at a particular time is

I and (ii) to test the hypothesis that the relative risks at two time

points are the same. To illustrate our tests, the data obtained from

USAFSAN are analyzed. Finally a discussion of the analysis is

provided and some further directions of research are pointed out.
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1. Introduction

In the Radiation Sciences Division of the USAFSAM the research on

the survival analyses of animals exposed to certain levels of

radiation is important. Our methods described in a report submitted

to AFOSR, are applicable to such a study when one is interested in

comparing the rates of recovery of two sets of animals under different

levels of radiation. The results of our study suggest that one can

estimate the relative risk with the same precision when the data on

fewer number of anir~als is available. Since a study with fewer number

of animals involves considerable amount of savings in the cost, a

direction in which it was important to follow this research in the

Radiation Sciences was to study the comparison of survival curves of

these animals for small sample sizes. Most of the results available

in the literature are valid for large samples and in our case the data

on a large number of animals is not available.

As described in Yochmowitz, Wood and Salmon (1985), in 1964 the

USAFSAfl and the National Aeronautics and Space Administration

initiated a series of studies on the acute effects of protons on

rhesus monkeys. The subjects were exposed to single acute whole body

doses of mono-energetic 32-, 55-, 138- or 2300- Hev protons

representative of the proten spectrum in space. These authors showed

that exposure to protons enhanced chronic mortality significantly

compared to that of control animals; that the insot and cause of death

as well as the shortening of life expectency of the irradiated animals

were influenced by the proton energy, dose and sex of the subjects;

and that increased mortality in the irradiated animals over the

28-s



controls was due largely to development of fatal neoplasms and
2

endometriosis. The data was analyzed by the X test to detect the
2

differences in mortalities between irradiated and control. The X

test is valid when large numbers of subjects are available. For

details see their paper.

In Yochmowitz et. al.'s study, the data required was the actual

time of death for different animals. While at USAFSAM I observed that

the real situation is as described below.

The Available Data

The experiment starts with a certain number o; animals (say Ni)

who are irradiated together with a control group of N2 animals. So

the initial table looks like

S Exposed Non-exposed Total

Dead 0 0 0

Alive NI N2  N1 + N2

Total N1  N2  N1 + N2

After a time t1 , the experimenter records the following table in

his log book.

S Exposed Non-exposed Total

Dead D{1 D2
1  Dtl + D21

Alive N, - D11  N2 - D21 (NI+N 2 ) - (DIl*D2i)

Total N1 N2  Ni + N2

At time t 2 , t 2 > ti, the experimenter records the following

Exposed Non-exposed Total

Dead DI2 D22 D12 + D22

Alive N1 - D12 N2 - D2 2  (NI+N 2 ) - (D12+D22)

Total Ni N2  N1 + N2
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He continues recording the tables like this at times

0 = tO < ti < t 2 ... < tk. We shall call this as the cumulative

data.

The data can also be presented as follows:

Let us denote the (i + 1) t interval by [ti,ti+i).

Let N.i(g = 1, 2) denote the number of patients in group g at time t,.

Let di denote the number of deaths among Ngi patients in

[ti,ti+j). The initial table looks like

Exposed Non-exposed

Dead 0 0

Alive Ni = N1O N2 = N2 0

Total N1  N2  Ni + N2

At the end of time ti, the data is

Exposed Non-exposed

Dead D11 = d1 0  D2 1 = d20

Alive N1 -D1 1 =Njo-d 1 o=N1 1  N2 -D2 1 =N2 0 -d 20-=I 21

Total N10  N2 0  N10 + N20

At the end of time t2, the data is

Exposed Non-exposed

Dead D12-D11 =djj D2 2-D2 1 =d21

Alive N11 - d1 1  N21 - d2l

Total Nil N2 1  Nil + N21

In general at the end of time t i +1 , the data is

Exposed Non-exposed Total

Dead d1 i d 21  d1 i + d2i

Alive N1i - dii NU2 - d21  (Nii+N2 i)-(dli+d21 )

Total Nil N21  N1I + N21
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We shall call this as the Truncated data.

This study deals with the small sample analyses of such data sets.

More specifically in section 2, we briefly describe some of the large

sample methods viz Pearson's conditional x2 test, 11antel-Haenzel test

and the log rank test to (i) test the hypothesis that the relative risk

at a particular time is I and (ii) to test the hypothesis that the

relative risk at all time points is the same. In section 3 we derive

the small sample uniformly most powerful unbiased tests for the

hypothesis described above. To illustrate our tests, the data obtained

from USAFSA)1 are analyzed in section 4. Finally in section S, a

discussion of the analysis is provided and some further directions of

research are pointed out.

2. Large sample methods

1. Pparson's conditional tgst

Considering the truncated data, the observed proportion of

deaths in group g(C = i. 2) during the period tj to tj, 1 is

Igt The overall proportion of deaths in two groups is

Psiz - 1 - *- 21 p2

Conditionally on NgI the number of deaths, dgi. has a binomial

distribution. If the mortality probabilities p 1 and P21 are the same

under the null hypothesis, then the estimated expected number of

deaths in group g is

Egi NgPi
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and the expected number of survivors is

N -E ~N (Igi gi gil i

One can then form the Pearson's Chi square statistic with I degree of

freedom.

21 2 E(dg8 - E tI

Pi - P gi

to test for difference between p i and P21'

Conditional on the set of N gi's (i = 0, 1, 2, ... , k - 1) and

supposing the null hypothesis Ho0:p I P2i for all i to be valid, it

is reasonable to regard the X2(1) as mutually independent, so that
i

2 k-i2
W =)) E X1 (1)

iv0

is approximately chi-square with k degrees of freedom.

2. ~l- aorge-test

Again consider the situation as before. The conditional expected

value (under the null hypothesis) is

E N1 N d2

Iii * ~2
Eli • I•Pt • N11 +1 ÷ N21

The conditional variance of d I is

Var(d ) a -A2v -, -.ii ii 1  + Rzi)
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Under the null hypothesis

2 (dil -El)2
xii = Vl1

is approximately chi-square distributed with I degree of freedom,

provided neither Nji or N21 are too small.

In order to test the consistent differences between death

probabilities in two groups, we test the hypothesis

Ho0 =pji P2i vs. H :Pt1 > P2i (or H :pli < P21) for all i as follows:

k-1 k-I k-i
Let TI E (dii -Ei)= E di - L Eli.

1=0 izo 1_0

Conditionally on fixed values of N 's and the (dii + d2 i)'s, the

variance of T under H0 is given by

k-i k-i1
Var(TI) E Vj

2 1

Then X 2 1 would be approximately chi-square distributed vith I

dogree of freedom and can be used to tkst the consistent difference

between the relative risks In the two groups. For detals 3ee flantal

and Itaenzel (19SO) and Elandt-Johnsoti Qnd Johnson (1980).

3. Log. rank 'tst

The log rank statistic is given by
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4

( k-1 2  k-1 2
2 dl =O i=O

- k k-1

E El E E21
i=o i=o

where d1 and d2 are the total number of deaths in the two groups.

This can also be written as

_k-1 2
td E= E1 i)

(1/d)ki E I 1(d - k-iE EJ1=0 j=0 l

where d d 4 i2 i the total number of deaths.

V2 has approximately a chi-square distribution with I degree of

freedom and can be used to test the consistent difterences between the

relative risks in the two groups.

Relatively, the log rank test will be. more conscrvative than X2

in establishing the difference between the two groups, see Pete and

Pete (1972) and Elandt-Johnson and Johnson (1980).

3. Small sample teats

In this section we derive the small sample uniformly nost

powerful unbiased tests for testing (a) the hypotheses that the

relative risk at a particular time is I and (b) the hypothesis that

the relative risk at two time points is the same.
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(a) Testing the relative risk at one Doint

Suppose the data at a particular time point can be represented as

Exposed Non-exposed

Dead x y

Alive m - x n - y

Total m n

Let pi be the probability of death in the exposed group and P2 be the

ccrresponding probability in the non-exposed group.

Let A be the odds ratio, whete ql = i - pj and

P2q1

q2  1 i- P2 it Itis well linown that, in the case of rare disaeses, the

odds ratio approximates the relative risk.

The likelihood of the data can be written as

L=m~)-x'm-x •n)y n-y

(,)('Iqlq" exp~nx n(p1 /qi) y ln(p2/q)}+C* lnp/q]

IN m n t• xt~

. (x)(.)q,2 #q. Inf A (x Y pq ]

L 28-12
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This belongs to the one parameter exponential family, and to test

H0 :A = I against H1 -A > 1, a uniformly most powerful unbiased test is

given by the rulet

Reject H0 if X > c where c is a constant depending on x + y and

is determined so that the conditional probability of rejection given

x + y t is a (the level of significance), see Lehman (1986, page 145).

Now the conditional probability is obtained as follows:

P(X xIX + Y = t) PX = x Y t - x)"P(X + Y t)

-.x ( n )t-xq n-t+X

Stt-xJ 2 q2

(' ) i -x 2

So under the null hypothesis, the conditional distribution of X is

E given by
(m (n (2~

i 0a0

•:; PIX = xjX ÷ Y =t, 1 ) m t(]t1nx O, It 2, .4., t,
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(b) Comparing the-relative risks at two time points.

Suppose the data at two time points can be represented as

Time voint I Time point 2

Exposed Non-exposed Exposed Non-exposed

Dead X y Dead x2

Alive mI -xI nI - Y1 Alive m2 - x 2  n2 - 72

Total m, n Total m2 n2

Let p1 1 and P21 be the probabilities of death among the exposed and

non-exposed, respectively, at time point I. Likewise let P21 and P2 2

be the probabilities at time point 2. Let 6, = p11 q2 1/p 2 1 q1 1 and

A2= p1 2q2 2 1P2 2 /q1 2 be the odds ratio at the two time points where

q I= I - Pi, etc. The likelihood of the whole data for the Truncated

case can be written as

2 m.K xk m,-xk 7k Yn y k-n k

L = 1 ( LkPklk { pkq2k
k=i

IP
k {k2 kk

k=1 )Ytqk2

2 % nknk 2
" [k)Yk)qtkq (xk1"(Pi.k/qik ÷ k",(°P2k,""2k,}]

; " 28-14



2 n

= L(x) (yk~) qleq2kxp[x, (In (p1,Iq,,) In (p 1 qj)k=l

2 x 12(inpz 2 qi 2) ( nP 22/q2 2))

e xiln (P21 +2 J + '2  (~P22/122)

I=

2 = mk) ans k n k 2 2

x )q expL n Ad +E + + y )ln(p 1 /q2th o

2pbk nii 3 k1y oeree n (ke/A÷ ) ,x 1 + in
= 11 (x+) (k)q q r n + (x, + (1985)A

2
+ E~ (xi + * lnp/

This belongs to the one parameter exponential family, and to test

0: - against H,.A2  All a uniformly most powerful unbiased test

is given by the rule:

Reject H 0 if X2> c where c is a constant depending on x *

x+ V1and x 2+y 2 and is determined so that the conditional

probability of rejection given x~ + X uW, x 1 y t,

X2 + Y t2 is 6, see Lehman (1986).

"Now the conditional probability is obtained as followa:

For 1 1, 2
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P( x Y = t - x)P~xI xitxi + y I t _ PX + y_ t

± i ±

mn. xt

•: x 1 tttxl 1

Therefore, the conditional distribution of X. and X2 given
xii Xl + tit ~ X2 + y 2 t 2 is

X1+~t1 X 1 X=2is2

t 0 t-x = 0 2 2

Under Nol, the conditional distribution of X and X2 given

x + y t 1 X Y2 ti!;iI I ÷ V1= l X2 + Y2 t 12 is

:i-~ ~ ~ C(C(C•n 2-n •xlx

where

.() 1 and (6)

I t j * I n i q 2 2 ( m t 2X:-X, x 0 2=O 'ZxJ

Now conditional distribution of +2 given X1 ÷ 12 w w, Xi YI ti

and X2 + Y2 t 2 is given by
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P(X2 = x2jX± + X2 = • IX + Y1 = tl X2 + Y2 = t 2 )

P(X1 = - x2, IC2 =x2X + X= t1 ' X2 + Y2  t 2 )

p(x + X2 = X + Y= ti, X2 + Y2  t)

l-(I2x

ý -wn• , 2) .x ' t2- 2J m2) n2 x x2 e (Mtax (O,o)-tj),Min(W,t2)

r t 0)Cx 2)(tJ-W$x 2 (X2 (t2-x2)

4. Analysis of the Air Force Data

To illustrate our methods, we have arranged the data at 3 time

points, 50, 100 and 150.

1. Analysis of the cumulative data

The cumulative data looks like

Ti Tme 100 ,T.lime 150

Exposed Non-exposed Exposed Non-exposed Exposed Non-exposed

Dead 3 1 13 7 22 it

Alive 39 49 29 43 20 39

Total 42 so 42 so 42 50

(a) Pearson's Condjtiona.l Te,.

3 + I 043S

PI 42 ÷ SO

E1 42(.0435) = 1.83

E2 SO(.0.3S) = 2.17

"28-17
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2" 1 r(3 -1.03)2 (1-2.17)z
X 11) I -. 043s L 1.83 + 2 .17 J 1.45

The chi-square table value at (x .05 is 3.84. So at time 50, the

Pearson's conditional test does not detect differences.

Time 100

S 13+ 7
P2 :42 +O= .217

E1 2  42.217) 9.13

E2 2 : S0(.217) = 10.8?

2,. [i) (139.13)- +. (7 -i0.87)~ 3.852 .783 9.3 1,"0.87 -

So at time 100, the test rejects the null hypothesis that the relative

risk is unity.

22. +'P3 42 + SO .3S

E1 3  42(.359) = 15.0$

E2 3  S(0.359) 17.95S

2 1 (22. IS.OS,)2  (1 -

So at tiae 1SO, the death probabilities are not the same.
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(b) Sm-al Sample test

Time SO

42 50

So reject 1I0 if K ) 3 at level .04. But the observed value of X is 3.

So we are not able to reject 110.

PC(=20) .0000000061.5

P(X 19) .0000002675

P(X e 18) .000059

PIX 17) - .00005979

3PX -6) 3 .0004593
P(X 92) .00250•

P(X IA1) .01006

PX -13) ).030529

PCX 12)= .071107

So P0( ) 12) .04366 + P(X ) ii) ) .05. Reoject 110 if~ K > ±2 at level

.04. But the observed value of X I- 13. So at; tla 100, the null

hypotheaSl thatb toe relatjve rct k Is unty is rejected.
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Time ISO

P(X = 33) = 4.13169 x 10"17

P(X = 32) = 7.1229 x -0is

P(X = 31) = S.07669 x s0"13

P(X = 30) = 2.09836 x 10-11

P(X = 29) = S.6898 x jo-jo

P(X = 28) = 1.08431 x to-8

P(X 27) = 1.5±8039 x

P(X 26) 1.6102 x 10-6

P(X 25) 1.32368 x 10-

P(X 24) = 8.57943 x 10-s

P(X 23) 4.4432 x to-4

P(X 22) 1.85808 10-3

P(X - 21) 6.3263 to-3

P(X -20) 1.76518 , 10-2

P(X = 19) .040S

So P(X ) 19) c .026 and P(X > 18) = .066. We reject H If X > 19 at

2.6Z level. But the observed value of X = 22. So at ti=e 150, the

null hypothesis that the relative risk is unity is rejected.

1' 2. Analy_sL, of.t~he. Trungated. data

The tr uncated data looks like

T..eTime 0 Tte 100 TiT0 5so

S-. Exposed Non-exposed Exposed Non-exposed Exposed Non-exposed

Dead 3 1 10 6 9 4

Alive 39 49 29 43 20 39

Totall 42 SO 39 49 29 43
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(a) Pearson's Conditional Test

At time So the analysis is the same as for the cumulative data..

Time 100

A ±0 + 6 11
P2 39 + 49

E 2 39(.1818) = 7.10

E2 = 49(.1818) =8.91,

x 2 ()(10 - 7.10) 2 6 .8..91± 1.746

2 s ia L 7.10 9

So at time 100, the test is not abic to det.zvt the differences in the

death rates.

1U1re ýSO

9 + 4
P3 29 +43 LB

E 13 '~29(.180) S .24

£23 43( .180) 7.76

2 1 r(-.~ 2  (4 -7 76
3 82 15.29 7.16 1 .S

So at time 1SO, the death probabilities are not the sawe In the tuao

groups.



(b) §l sauDle test

Y• MA. time SO, the analysis is the same as for the cumulative data.

10 0

1( = 16) = .0000026048

P(X = iS) = .000085091

P(X 14) .00122-53

PiX = 13) .0103367

P(X 12) .057234

So P(X ) 1.2) .011 and P(X ) 11) = .068. Therefore we reject H0 if

X > 12 at 1.12 level. But the observed value of X is 10. So at time

100, the test does not detect the differences in the death rates.

P(X 13) .000000957

PC X 12) .0000314709

P(X 11) .00044059

"PtX 10) .003486

9P)X 9 .01743048

SP(X 8) .0582616

We notlce that P(X )B8) is .021 and PQX > 7) s .079. So ue

reject No if X 0 8 at 2.12 level. But the observed value Af X is 9.

Thus the test detects Atfferences in the death probabilities at 2.1Z

level.

S(e)l lsnte1-fsen~e~l test

V fi (.0435)(.696S) = .699
11 9i

K4
"" 2

L z



Also Eli 1.83

2 (3- 1.83)2
11 .699 1.95

At time 50 the test does not detect difference in probabilities of

death.

Time 102

v 39 x 49 (.1818)(.8182) = 3.26V12 0 7

Also E12 = 7.10

S2

2 (10 -7.10) 2-2S
12 = - 3.26

So the test does not detect difftrence in probabilities of death.

V13 = 71 ,8,2 =,9

Also E13 3-.24

x 2 S.56,- •hich is more than the critical value
2.9

3.84 at the St lovel, Hetnce the test shous that the detth ratat In

t.o groups during this period are differeot,

4d) Let rapk tvst

In order to test the conslstent differences between the relative

risks in the tuv groups, ue applied the log rank test as 'ollows;

El 11 1.03,, E12 = 7.10, E 30 S. 24 . dI 1 2.2, 42 = 11

12 4..- 1)2.
(1/33)(14.1)18.83;

28-23



So we reject the null hypothesis at the 5% level.

3. Com-arinx the relative risks at two points

Let us apply our small sample test derived in section 3 to test

= A2 against H :A1 > A2 at times SO and 100.

With tI = 4, t 2 = 16, w 13,

P(X 2 = 13) = .003

P(X = 12) = .06

So we reject H0 if X2 >.II at 6.3% level. But the observed value of

X is 10. So the test is unable to detect differences at time SO and

100.

To compare the relative risk at times 100 and ISO, we have tI = 16,

t = 13, w= 19 and

P(X2 = 13) = .00004S3

P(X 2  12) = .001757

;•:.PIX 2 = 11.) =.0216

P(X 10) = .0.2136
2P(X 2 =10) = .112133

So P(X 2 > 10) = .0233 and P(X 2 > 9) = .1354. Therefore we reject

0 :6i = A2 if X2 > 10 at 2.3% level. But the observed value of X2 is

9. So the test is unable to reject HO.

Similarly it zan be checked that the hypothesis H = &2 against

"A" < A2 ±s not rejected at the SZ level.

, ;-S. Discussion and further direction of Research

The anall,-es provided in section 4 and the data used are for

illustration purpose. The division of the data into three class

intevas EO,SO), (SO,100) and (100,1SO) is completely arbitrary. The

contingency tables used .-a the analysis were formed from the data

28-24 1



(enclosed) in which the actu-Al times of aeath were available. In the

absence of actual times of death, the small sawple results derived in

section 3 are more general and can be employed when the data is

available in the contingency table form as described in the

Introduction. Evan though the small sample and large sample procedures

yielded similar results in an analyses of the Air Force data, the small

sample procedures are uniformly most power unbiased. There is still a

need to perform a power. study of both the large and small sample

procedures. Also the deterui~ation of sample sizes, in the cuse of

small sample tests derivi in this report, is an important problem

especially in epidemiology. In medical studies, where humans and

animals are involved, le-ge samples are in general not available.

Therefore, it is necessary for the scientist to design an experiment

wL .1, .ill need the smallest sample size for the statistical test to

achieve a given power. This sample size study should take into account

the cost involved as sometimes it is less expensive to take the data on

the control group than on the exposed group.

It should be noted that the small sample procedures derived in

this report deal with the odds ratio rather than the relative risk.

It is well known that for rare diseases, which is our situation, the

odds ratio approximates the relative risk. However, in the general

situation it is not clear if the hypotheses N0:4 = 62 and

Hot% = R. are equivalent. In other words is it necessary that a

procedure which supports N0tA% I A2 versus Ha:&1 > 42 also supports

N-.R1 = 2 versus H a1) > 2 For example p, .05 and P2 = .01 gives

a relative risk = S and odds ratio 5.210. Also p1 = .OOS and

P2 = .001 also glves a relative risk = S but odds ratio S 5.020.

28-25
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For the bias caused in approximating the relative risk by the

odds ratio, in the case of high values of incidence, see an

interesting dis6ussion by Feinstein (1986).

Thus some of the important problems which need further research

are as follows:

(1) To perform a power study of the tests in question.

(2) To address the problem of the determination of sample sizes

rT taking into consideration the costs involved.

(3) To study the relationship between odds ratio and relative

risk in detail which can provide a clear insight into the methodology

involved in these procedures.

J~f"
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ABSTRACT

The present report documents the major findings of a year-
long study that focussed on the problem of geometric shape
optimization. The thrust of the effort was two-fold. The first
was to assess the applicability of nonlinear programming based
optimization algorithms in the sizing of structures undergoing
large strain-rate, plastic deformations under dynamic impact
loads. The use of approximate methods in analysis and
optimization were explored in this context. A parallel effort
was also directed at evaluating alternate methods of analysis for
the optimum shape synthesis problem, and the boundary element
method emerged as a viable alternative for the given task. The
use of this method in elastic shape design is described in this
report.

INTRODUCTION

The emergence of high speed digital computing capabilities
have added significantly to the potential afforded by nonlinear
programming methods of optimization in preliminary and detailed
design. Numerous applications of this approach in the design of
elastic structural systems are documented in literature. In
typical structural design problems, the member sizes of
structural components are changed in accordance with a gradient
based search procedure, which upon termination, guarantees at
least a local optimum in the prescribed design space. The
topology of such structural systems is generally fixed.

The present report outlines two problems in structural

design, where the structural domain was allowed to change in the
redesign process, and can be classified in the general category

of shape design problems. One of these problems was lent further

coaplexities in that the structural response for this problem was
characterized by material nonlinearities. In other words,

. -31-
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plastic deformations were included in the optimum synthesis
problem. The inclusion of plastic collapse as a design
constraint for structural synthesis is not a new idea. In fact,
some of the earliest developments in structural optimization
focussed on ultimate performance requirements as a design
criterion. These efforts were largely restricted to rigid-
plastic collapse applied to structures governed by piecewise
linear constitutive laws{. Other studies have approached this
problem as a general nonconvex, nonlinear programming problem,
with some effort directed at developing computationally viable
approximations for this problem, including reducing the size of
the problem by mathematical decomposition.

The need for alternative methods of analysis in the shape
design problem was prompted because of the special attention that
must be given to the computation of response sensitivities with
respect to the shape variable. Both finite element and finite
difference methods are inherently dependent on domain
discretization, A perturbation in the shape variables would
require special monitoring to ensure that the domain mesh does
not distort and introduce misleading information about the
structural response. Further, as the domain was redefined in the
sizing process, the domain grid or element mesh would have to be

adaptively redefined, resulting in increased computational costs.
The boundary element method is based on a boundary discretization
only, and furthermore, provides extremely accurate response

information at the boundary. The latter contrasts with the
finite element method, where response information close to the
boundary is most suspect. The boundary element methodology is

therefore considered a worthwhile alternative, and was explored

in this effort with simplistic structural configurations.

The results described in this report were obtained in

collaborative efforts involving the principal investigator and

two graduate studnts.. )r. M. Z. Gunger is a candid&te for the MS
deree at the University of Florida, and worked primarily on the

31-4
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structural problem involving dynamic plasticity. The other
student, Mr. J. Jib is a candidate for the doctoral degree, and
was involved in the program exploring boundary element methods
for shape design. Brief introductions to each of these problem
is given next, with detailed results obtained in these studies
included as appendices to this report.

The Target Impact and Penetration Problem

This work focussed on a target impact-penetration problem,
where dynamic plasticity plays a dominant role. A framework for
an optimization system was first established, using the hydrocode
EPIC-2 as the primary analysis tool, coupled to a feasible usable
search direction optimization algorithm through a series of pre-
and post-processors. Specific teat problems were then attempted
to validate the synthesis procedure and consisted of a steel
projectile impacting a rigid, impenetrable surface as well as a
penetrable concrete slab with a specified velocity. The internal
and external shape of the projectile shell was allowed to vary in
the redesign with an objective of maximizing the internal volume,
with design constraints limiting the transient pressure in the
explosive and the plastic strain in the structural casing, to
specified allowable levels.

The study was particularly useful in identifying the salient
features of the problem. Theme included the need to provide an
adaptive grid generation scheme for modelling the structural
domain during deformntion and redesign to retain computational
viability in addition to accuracy, and appropriate definition of
design variables and constraints. An additional feature that was
added to the methodology vas to use the sensitivity of the
optimum design to preassigned problem parameters, to predict new
optima without actually going through a process of redesign. For

example, if the impact velocity or the angle of impact that was
used .in the design was perturbed by 10%, the design semitivity

J allows one to compute a naw optimum objective function and new-
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optimum design variables without actually going through a
complete optimization to obtain these results.

BEM in Shape Design

The boundary element method is an alternative approach to
obtaining a solution to a given set of differential equations.
The basis of this method is in the transformation of the
differential equation into an equivalent set of integral
equations, the solution of which needs information at end points.
A discrete representation of this problem would only require that
the boundary of the domain be discretized. The order of the
resulting linear system of equations is considerably less than in
the finite element method.

The work performed under the present grant is best described
as a preliminary effort in the adaptation of boundary elements
for optimal shape design. The boundary element technique was
developed for torsion problems and plane stress and plane strain
problems in elasticity, using both constant and linear boundary
elements. The optimal design problem was posed as a nonlinear
programming Problem, with the linear algebraic system of
equations from the boundary element approach treated as equality
constraints, The solution to the analysis and the optimization
thus proceeded simultaneously. The thrust of the present effort
was directed at examining approximation strategies that would
influence the computational requirements cf this approach. The
use of both nodal coordinates and boundary descriptor functions
as design variables was studied in relation to these

approximation concepts. The influence of alternate formulation
of consraints in the delign problem was also examined.

Nil
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Final Report
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PULSED POWER CONDUCTORS

UES/AFOSR Mini Grant Program (1986-87)
James C. Ho

The Wichita State University

INTRODUCTION

Following a 1985 Summer Faculty Research Program, which

identified several types of materials as promising candidates

for advanced pulsed power conductors, this work has been

carried out to experimentally determine their temperature

dependence of electrical resistivity and to further survey

other existing or new materials of our' special interest.

Central to the requirements of high current, pulsed

power devices is that the conductors should have high

strength at service temperatures, while maintaining

reasonable low electrical resistivity. The low resistivity

requirement points to the pure metals, particularly aluminum

and copper. The pure metals, however, do not normally have

enough mechanical strength. Solid solution strengthening

through alloying can help in this respect, but has the

detrimental effect of increased electrical resistivity.

Another much more appropriate strengthening mechanism

involves dispersed particles in the pure metal matrix. The

so-called dispersion strengthening is the basis of many new

structural materials being developed today as a consequence

of the advancement in powder metallurgy. The latter has

33-2
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greatly enhanced the capability of synthesizing almost any

conceivable alloy system under equilibrium or nonequilibrium

conditions. Furthermore, powder metallurgy's role in net

shape forming simplifies processing steps and help form high

strength parts of complicated configurations at much reduced

cost.

SAMPLE MATERIALS

Samples of several materials commercially available were

obtained for evaluation. Since most materials of interest to

us are still in their development stage, sample acquisition

is limited.

(1) Cu-Aluminum oxide: The properties of this family of

dispersion strengthened copper arise from a fine and uniform

dispersion of aluminum oxide particles in the copper matrix.

These particles range in size about 30 X to 120 1 with an

interparticle spacing between about 300 a to 1000 •. The

aluminum oxide particles are hard and thermally stable at

high temperatures. They retain their original particle size

and interparticle spacing even at temperatures approaching

the melting point of copper.

The sample used here was obtained from SCH Chemicals. It

is made by powder metallurgy and internal oxidation. The

33-3S. . .. . . . . . . . . . . . .. . .. . ..t. . ." "L•• • . . . . . . . .. . ...... . . . . . ' •- . . .: :" "i •.•• • .



1. .. .... .

latter produces the finest disperaoid particles and the most

uniform distribution, which are critical to obtaining high

strength and resistance to softening at elevated

temperatures. The processes involve melting a dilute solid

solution alloy of aluminum in copper and atomizing the melt

by high pressure gas such as nitrogen. The resulting powder

is blended with an oxidant comprising fine copper oxide

powder. The blend is heated to a high temperature at which

the copper oxide dissociates and the oxygen thus produced

diffuses into the particles of solid solution copper-aluminum

alloy. As aluminum is a stronger oxide former than copper,

the aluminum in the alloy gets preferentially oxidized to

aluminum oxide. Any excess oxygen left in the powder, after

complete oxidation of the aluminum, is reduced by heating the

powder in hydrogen or dissociated ammonia atmosphere. The

resulting powders are then fabricated into fully dense shapes

by various techniques such as rolling or extrusion.

(2) Cu-Nb: A family of reinforced copper with in-situ

formed filaments exhibits an increased strength considerably

higher than that predicted by the rule of mixtures.(I2)

These composites are usually formed in-situ using as starting

materials two-phase alloys prepared either by means of powder

metallurgy or by quenching a liquid solution of two

components which are mutually insoluble in the solid phase.

The third possibility is the cast or directionally solidified

eutectic composites. Provided both phases are ductile, such
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two-phase alloys can be mechanically processed to large

reduction in cross-sectional area until the in-situ formed

filaments are sufficiently small.

The Supercon sample used in this study contains 18 wt%

Nb in Cu. As a result of extrusion and wire drawing

processes, very fine Nb filaments disperse throughout the

copper matrix with strong metallurgical bond between them.

The room temperature UTS value reaches above 200 ksi.

(3) Al-Fe-Ce: This alloy can play two different roles in

high pulsed power applications. In addition to be used as a

high strength conductor with reasonably good electrical

conductivity, it can also serve as the matrix material for a

cryoconductor containing multifilamentary, high purity

aluminum with extremely low resistivity at liquid hydrogen

temperatures. The latter has been addressed in two recent

articles( 3 ,4 ) and a pending patent.(5) This work deals with

the electrical resistivity at elevated temperatures.

The sample materials are powder-metallurgically

synthesized at ALCOA,(6) under the AFML sponsorship. A hot-

vacuum-pressed (HVP) sample in its as-received condition was

measured. Fot comparison, another sample represents the

dynamically recrystallized condition. While the HVP material

has greater strength, the oryooonductors employ the

dynamically recrystallized material due to processing

S:, ii, .33-5I.,-• .
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concerns.

(4) Al-SiC:t A series of high-pe:rformance aluminum

composites containing SiC particulates or whiske, s become

available in recent years. The carbides as reinforcing

materials to stiffen and strengthen lightweight, but

relatively soft aluminum are hard, refractory ceramics, which

also have low densities. The whiskers, about 0.5 Um in

diameter and 30 Pm long, are of particular interest because

they are essentially single crystal fibers. The resulting

composites exhibit superior microcreep stabUity, and can be

readily fabricated in conventional metal-forming processes.

Samples used in this study include aluminum alloys

containing SiC partioulates and whiskers from ARCO Chemical

Co. and similar materials containing SiC particulates from

DWA Composite Specialties.

ELECTRICAL RESISTIVITY MEASUREMENTS

The sample was placed within a tube furnace with
temperature control. Argon gas passed through the tube

continuously to minimize sample oxidation at elevated

temperatures. A chromel-alumel thermocouple was in direct

contact with the sample for temperature readings. The

electrical resistivity measurements were based on the

• ...... "' " •5'•:•'. '•• .... . . "••"".•."T ,":°: .. . ..... . .. ." " " ...... • "'••'.-': '•'33......6



standard four-probe method. No significant thermal

hysteresis was noticed as long as the sample was not heated

up to close to its melting point.

RESULTS AND DISCUSSION

Table 1 lists the experimental data in terms of

electrical resistivity P(T) and IACS values for each sample.

These results are also displayed in Fig. I (Cu base

materials) and Fig. 2 (Al base materials) as the temperature

dependence of the pat IACS values:

pot IACS = (PculP)xIO0

where PCu = 1"7241xl0" 6 ohm-cm

= International Annealed Copper Standard.

For comparison, curves representing literature data(7) for

pure Cu and Al are also shown in the figures.

For all alloys, the reasonably good electrical

conductivity (i.e., pot IACS values close to that of pure Cu

or Al) at near room temperatures suggests that the dispersed

particles or filaments do not behave as strong scattering

centers. This, coupled with the enhanced strength due to

dispersion strengthening, make these materials suitable for

pulsed power applications.

V, 337
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For Al-Fe-Ce, the dispersed intermetallic compounds

based on the alloying elements Fe and Ce do not diffuse or

contribute appreciably to electron scattering in the HVP

condition. Consequently, the mechanical strength holds up
quite well to almost 4000C.( 6 ) At higher temperatures, the

difference in resistivity between the HVP and dynamically

recrystallized samples becomes somewhat less pronounced as

expected.

CONCLUSION

(1) As far as electrical conductivity is concerned, all

materials studied here exhibit no serious degradation at

elevated temperatures approaching the melting point of the

matrix metal, Cu or Al.

(2) The actual IACS values of these materials are quite

acceptable, in comparison with pure Cu or Al. Their enhanced

mechanical properties are achieved through dispersion

strengthening. The d1spersoids do not form strong scattering

centers for conducting electricity.

(3) There are several other materials which may also be

considered as potential candidates for pulsed power

conductors. For example, a mechanically alloyed, high

strength (UTS of 65 ksi near room temperature), high
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conductivity (50% IACS) Al is being produced by Novamet of

Wyckoff, NJ. Mechanical alloying, a powder metallurgical

process, is the combination of plastic deformation, cold

welding, and grinding of powder particles during high energy

milling.")8 Carbon, derived from organic process control

agents, is incorporated into the processed powders and react

with aluminum to form very fine aluminum carbides. These

carbides and fine oxide particles, derived from the break up

of surface films on the initial powder particles, create a

dispersion which stabilizes a submicron grain size and

greatly enhance the mechanical strength.

Another potential material is Cu or Al cladded in high

"strength alloys. Pfizer Composite Metal Products has

manufactured a stainless steel cladded aluminum by forming a

strong metallurgical bond between the two metals through

rolling. The aluminum contributes excellent thermal and

electrical conductivity to the composite while stainless

steel acts as the strength component.

It is recommended that further testing of all potential

materials be made towards final selection for a specified

application.
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Table 1. Temperature dependence of electrical resistivity and
IACS values of several aluminum and copper base alloys.

SCu-aluminum oxide (SCM Metal Products)

T () p(T) ( i-cm) IACS (pct)

22 2.49 69.2
50 2.74 62.9
98 3.09 55.8

147 3.49 49.4
197 3.98 43.4
295 4.73 36.4
390 5.58 30.9
462 6.30 27.4
579 7.37 23.4
673 8.32 20.7
768 9.39 18.4
866 10.51 16.4
903 11.08 15.6941 11.60 14.9

967 12.00 14.4
992 12.43 13.9

Cu-Nb (Supercon)

b T (°C...) p(T) (p•-cm_) IAcs (pct)

22 2.93 58.839 3.05 60.5
74 3.28 52.6

122 3.66 47.1172 3.96 43.5
246 4.40 39.2343 5.16 33.4
438 6.04 28.5
532 6.83 25.2
626 7.44 23.2
721 8.17 21.1
817 9.02 19.1
884 9.70 17.8
903 9.99 17.3
916 10.28 16.8
941 10.90 15.8
967 11.78 14,6
992 12.25 14.1
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Al-Fe-Ce, VHP (ALCOA)

T (°C) p (T) (UO-cm) IACS (pct)

22 5.58 0.9
40 5.80 29.7
78 6.53 26.4

134 7.48 23.0
209 8.93 19.3
283 10.27 16.8
355 11.77 14.6
426 13.34 12.9
473 14.34 12.0
520 15.51 11.1
567 16.74 20.3

Al-Fe-Ce, dynamically recrystallized (ALCOA)

T (°C) p(T) (PSI-cm) IACS (pct)

22 5.58 30.9
50 6.03 28.6
98 6.98 24.7

172 8.48 20.3
246 10.10 17,1
319 11.83 1W.6
390 13.62 12.7
450 15.07 11.4
496 16.18 10.7
543 17,52 9.8
"590 19,14 9.0
"614 19.81 8.7
637 20.658.
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2124 Al-SiC particulates (ARCO)

T (9 C) p(T) (VII-cm) IACS (pct)

22 7.12 24.2
57 7.69 22.4

105 8.69 19.8
134 9.26 18.6
209 10.82 15.9
283 12.32 14.0
355 14.03 12,3
426 16.02 10.8
468 17,23 10.0
520 18.73 9.2
543 19.79 8.7
567 21.08 8.2
579 22.93 7.9
602 23.71 7.3
616 25.77 6.7

2124 Al-SiC Whiskers (ARCO)

T (oC) p(T) (UQ-cm) XACS (pct)

22 6.05 28.5
45 6.41 26.9
88 7.26 23.7

159 8.53 20.2
234 9,98 17.3
307 1I. 50 18.0
3.79 13.07 13.2
414 14.16 12.2
451 18.73 11.0
485 16.64 10.4
508 17.56 9.8
532 18.33 9.4
574 20.09 8.6
593 21.60 8.0"
614 23.05 7.5
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2014 Al-SiC particulates (DWIA) - .st sample

T ( 0 C) p(T) (Pa-cm) IACS (pct)

22 5.58 30.9
62 6.25 27.6
98 6.98 24.7

134 7.81 22.1
172 8.37 20.6
209 9.21 18.7
246 9.88 ;.4
283 10.77 16.0
319 11.55 14.9
355 12.28 14.0
390 13.17 13.1
426 14.28 12.1
461 15.40 11.2
485 16.35 10.5
508 17.24 10.0

2014 Al-SiC particulates (DWA) - 2nd sample

T (°0C p (T) (n-cm) IACS (pct)

25 5.58 30.9
43 5.75 30.0
62 6.08 28.4
98 6.70 25.7

134 7.31 23.6
172 8.20 21.0
209 8.98 19.2
246 9.77 17.6
283 10.8 16.0
319 11.6 14.9
355 12.3 14.0
390 13.2 13.1
426 14.3 12.1461 15.4 11 2
485 16.3 10.6
508 17.2 10.0
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E
THE LOCALLY IMPLICIT MNIETHOD

FOR COMPUTATIONAL AERODYNAMICS

ABSTRACT ajl

Investigation of the locally implicit method is part of the search for a less ex-

pensive method to compute high Reynolds Number flows. Such flows are subject

to severe Oourant Number restrictions unless implicit methods are used. For gen-

eral flows, implicit methods use approximate factorization techniques and require

structured grids. There is a manpower cost associated with the generation of struc-

tured grids, and there will be a future computational cost associated with lack of

parallelism in such methods. The locally implicit method, which was studied by an

AFOSR-UES investigation during the summer of 1986, appears to overcome these

objections. The current research extends this theoretical investigation of one con-

servation equation in one spatial variable to systems of Navier-Stokes equations in

two or three spatial dimensions. The research originally proposed to use a charac-

teristic or splitting approach to extend the method. The report explains the futility

of this original approach and then develops the theory based on a new approach.
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S1. Introduction. The locally implicit method was developed by K.0. Reddy

and Jim Jacocks of the Computational Fluid Dynamics &'ection in the Propulsion

Wind Tunnel Faility at the Arnold Engineering Develo.ument (lenter. The goal is

to reduce the cost presently required to obtain solutions to viscous aerodynamics

problems.

If cost were no object, the central difference spatal approximation with implicit

Euler time stepping would be a relatively good method; it will be used as a basis

for comparison. It is certainly better than expli"it time stepping when fine spatial

discretizations impose severe Courant Number restrictions. Locally implicit mieth-

ods avoid the costly linear algebra of implicit solutions by either time-lagging the

right point and marching to the right or time-lagging the left j.oint and marching

to the left. This is the basic one-point locally implicit method.

An N-point locally implicit methiod u.es N-I central difference stencils with

implicit Euler time stepping. Depending upon the dinrction of marci, either a left

or right one-point locally implicit stencil is added to the group so that the resulting

system is solhmble. It Waas N equations to solve simultaneously and, hence, is implicit

locally.

Because the N-1 ft y LuplJit stencils impose no stability restriction, the sta-

bility restlcoton on the group is iiuposvd b•" the one-point locally implicit stencil.

2. Objective. The object o! this research was to extend the analysis of the one-

Spoint locally imphlcit method. In particular, the following ques-tions were- to be

investigated:
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1. Is there a more effective way to apply the locally implicit method to vystems of

equations? In particular, can time-accuracy be restored to the method for systems?

2. Is the locally implicit method a good method for a par.alel computer, or are

there unforeseen problems?

3. Is there a simple multigrid accelerator for this method?

This report reviews the basic locally implicit method, explains the modified

equation variant of the method, and compares these with a well-known scheme.

Then, the futile attempt to extend the method along the lines of the proposal is

discussed. This is followed bjy a discussion of a successful approach.

S. Basic Method. Consider the one point method for one (limensional linear

convection,

ut + cu, - 0.

Marching to the right uses the numerical discretization

S- u y =- U 01

At 2Az

or

ca , _t w+, = (I cat
(I-2--- - ( 2- )Vz where Uj+ = Eu,.

Fourier transormation gives

cat cat(I -- ^-;-+,u3" = (I -- -• ). I

1 I? -.•; =• (1)

• .. .. -" Y.. it.

so that the amplification factor 1:1 I

14 '..£tdJ (2)
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The method igvears to be unconditionally stable according to this modal or

von Neumann analysis.

"In Eulexian formulations, the convection equation is nonlinear,

U, + uu. =0.

This equation needs entropy information so viscosity is added

U, + ¶IU, = CUOSS

to eliminate expansion shocks. Numerically, viscosity gives thickness to shocks

and permits stable algorithms. Jamesonjl] advocates the use of an artificial vis-

cosity which gives a shock thickness proportional to meshwidth; this implies that

CUs = M2 AX u,,. Away from the shock, he switches to a fourth derivative arti-

ftcial viscosity, Y4 Az 3 us,.,, to remove high frequency error coupoitents from the

numerical solution. Being of third order in Az, this term cannot contaminate our

second order spatial discretization. Both artificial -tiscosity te'rms vanish as the

mesh is refiucd.

It, + hn5 - V2 A4Zu, + &• A J'r U.ZV 2 01

and the equation describing the original physics is recovered.

The necesary inclusion of viscosity, real or artificial, couples with convectionI

to destabilize the locally implicit method.

The basic one point locally implicit method has a von Neum-um stability cri-

telon of the form

ra -2 +ai
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where the signed Courant Number, C - e-Ai, and V = (v2 + v#)-. In aerody-

namics, stability problems will occur in this basic method because of the negative

characteristic velocities arising in subsonic and transonic calculations.

To see the reasoning in the special case,

U1 + Cu -U AX= -,

consider

III?+' - (a 0+1) + V(Ut'+ 1 + U;

Fourier transformation gives, when h = Ax.

~i -eiwA+ V'ei"h

1=- 21 i.. + V(2 -

= I (- aCosWh + V'Cos Wh) + i(- asin wh + V sillWh)

- coswh + V(2 - cos wh)) + i(!ý sin wI. + V'sin w/)

The amplification factor, 1-J, is not greater than one if and ondly if

0 2
(I - -coswlh + V(2 - coswh))2 + (!-sin h + I"'in •l)} >_

22

(1- 2cosWh + V coswh)2 + (-- sinWh + V sinwh)2,

which, for V > 0, siwplifies to

0 >_ -2 + *V (3)

where a = -2. Notice that for the highest frequency, wh = r, the' Aetulhinatwr of

1- •.e + V(2- ,") =o,

2
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which varnishes when (1 -2 - 0V, and unbounded amplification occurs.

A variety of approximations for the viscous term are possible. For 0 0 _< I,

uf+• = u- •(u"I+• u-"_ 2(Ou'1 + (I -i l)}

has the same stability criterion but with

positive, for 0 < 2

! o= zero, for 0 = I.
negative, for 0 > 2

Unfortunately, simple computations with the basic method for, say, = +2,

fail miserably. Another explanation is necessary; the notion of group velocity must

be introduced. A complete explanation c4n be found in Vichnevetsky and Bowles[3]

or Trefethenl2l.

Briefiy, the group velocity, v*, is function of frequency and is the velocity with

which the Fourier component of that frequency is observed to travel. This is not

to be confused with the phaose velocity, c*, which is not observalde. (•oul•oikeltts of

differing frequencies and phase velocities interact in t he pheitomenon called beating

to give the observed group velocity.

The group velocity is computed from z as follows,

.=Re Z+ iIlaZ

Arg: = ~tan , Re: /

Arg :

phase velocity, ce Arg

e Arg
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where the Courant Number, 0 = -, and c is the true characteristic velocity for

the partial differential equation. Then,

d
group velocity, v* - (=c,).

Using z from equation Il] gives

-0 sin w:h + -sin 2wh
Argz = tan-U1.. .. --- .

ci cos wh + "" cos 2w.h

In the special case, C = 2,

St (-2sinwh(l - coswh) -

r-2coswh(l - coswh) -

-eArg: C
Cwh = '

d c
dw 2

This indicates that &t a Courant Number of 2, components of all frequencies travel

in the wrong direction at half their proper speed. This is cuotfirwed uumeiically.

The pulse which should have moved four units to the right. moves instead 2 uniLi

to the left.

This is not unusual, Many popular, common schemes exlu)iit this prnperty at.

high frequencies. It causes unwanted reflections at boundaries and GI$ i•tbility.

Artificial viscosity is commonly used to control it.

What is unusual in this case is that all components, both low anol high frequel..

cies, travel in the wrong direction for C - 2. Artificial ,,wreivy is effective only for

contOllin8 high fsequencies.

34-10
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In summary, if viscosity is small, the amplification factor can be unbounded for

0 < -2. The group velocity of the important low frequency components is reversed

if 0 _> 2. Thus, the locally implicit method in its basic form is stable only if JUI < 2.

The modified equation is another way of providing the preceding analysis.

When the basic locally implicit method is applied to

ut 4- Etus - 12 AX- Uzz + V4 AX3 Ux:: = 0, (4)

the equation actually solved is the modified equation,

( + c- +P2 + 3•,v)) + rut - V ASzu11 + V4 AX3 u'. O (Axr+ At),

where the right hand side vanishes as the mesh is refined for a given Courant

Number. The modified equation is derived by replacing each of the tinite difference

approximations by its Taylor expansion and collec tiug terms.

If Niscosity is negligible, the equation resembles

r
U1 + j0.

Observe that it represents a flow which riverses direction when • 1, that

is, when 0 = 2. This agrees with the group velocity analysis.

The vis-cous portion,

Ud -- V2L A.•. = 0,

is unstable lithe time coordinate is reversed. For AI < 0, tle rrtffirient I + JAL(-j)

changes sign when 4, - -1 or 0 - -2, which coincides uith the unbounded

amplification predicted by the modal analy*s.

34-11
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4. Modified Equation Method (with alternate marching). If, using the

basic locally implicit method, we attempt to solve

puV + Cuz -1V2 Az ts. +v4 Az 3 Ug 3 = = 0, (5)

for some p, w' get instead the solution of

At c

(p+ +- (-+ 3v 4 )) ,t + eux - vA IzuS + v4  = O(4Z + AL).

Wantihg the lcding coefficient to be one, we solve for p1

p = I - Ax (-jA + jj + 3v,),

or with general e,

I - , - + (20 - 1)(ij + 3P,,)).
Ax 2

Discretizatiou of equation 15J with this particular p leads to the solution of the

origmial equation (41 by a method which is automatically stlJ4•. if vily the, iower

frequencies are considered. Problew at higher frequencies can be handled by a

combinatiou of multigrid and artificial viscosity.

The modified equation method has desirable amplification factors for positive

Ooutat Numbers and desirable group velocities for negative Co urant Numbers.

Therefore, followius a forwari sweep by a backwand sweep

has the effect of ptoviding a superior overall method. Ilse of 0 lather than I

appeatZ to give idantical ikesults.
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Incidentally, referring back to the basic method, alternate marching failed to be

effective at large Courant Numbers because of the unbounded amplification factor

for 0 < -2. These instabilities are too large to be damped during the alternate

sweep.

5. Comparison with a Known Method. The Appendix contains a series of

numerically produced tables for various methods. For each method there are two

tables: amplification factors and group velocities. The rows of f.he fables corresp)old

to (signed) Courant Numbers between --5 and +5. The colunins correspond to

frequencies, wh, between 0 and r. in waltiples of K/4.

The amplification factor is the amplification effective in a single time step of

the method. The group velocity is the effective numerical speed of propagation of

a certain frequency in comparison to the speed for an exact solution.

The kaown method is central differencing with implicit Euler time stepping.

It is, of course, a time accurate method, and the lowest frequvncy column shows

group velocity values of 1.00. It is well known that the higher half of the frequency

spectrum has negative group velocities; the values in the right half of the table are

negative. The method is stable; the amplification factors are less than or equal to

one.

A scheme would be perfect if all the vulues in both the group velocity and

amplification tables were one. No such scheme exists.

Examining the amplification factors for the basic lucidly iItapiicii niettihod, see

values that are greater than one ior Courant Numbers less than -2; the scheme is
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(Yon Neumann) unstable for C < -2. Examining group velocities, see that the low

frequency components travel in the wrong direction for C > 2; the scheme is (GKS)

unstable for these Courant numbers. For -2 < 0 < 2 the scheme fails to be time

accurate; there are no ones in the first column.

For the simple modified equation method, observe that bad group velocities

are massed at positive Courant Numbers and that bad amplification factors are at

negative Courant Numbers. This motivates alternating the direction of march so

that these effects cancel. The first columns show that the method is time accurate.

It is effective. Examining the group velocities, see that fe*w are negative. See

that few of the amplification factors are greater than one. A scant amount of

artificial viscosity will make this a good method. Again, the first columns are ones,

and the method is time accurate.

6. Aerodynamic Systems: Non-conservative Approach. This section chron-

ides the false starts miade during the 19S7 research. It was proposed that the matrix

of characteristic vectors be used to diagonalize the system and to produce a decou-

pled system of scalar equations; the modified equation method was to be applied to

each of the scalar equation.,;. The proposed approach was fouad to possess a number

of disadvantages: it is nun-conservative, it is complicated aid diffcult to program,

and it fails when there are two or more spatial variables.

Consider the system of conservation equations

Ut + fs -0."
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This system is written in non-conservation law form as ii

u, + Au, = 0,

where A is the usual coefficient matrixj4j. Because these systems of equations are

hyperbolic, there exists a matrix, Q, of characteristic vectors, that diagonalizes A.

That is,

Q-' AQ = A,

where A is a diagonal matrix with real entries.

The system of conservation laws is replaced by the non- conservative system

vt + AV. = 0,

where

it = Q-1 U.

This is a decoupled system of scalar equations and the method of the preceding

section can be applied to each scalar equation.

This method fails when an additional spatial variable is introduced. Consider

u1 +h + gV = 0.

This equation is written in uon-conservative form as

ul + At, + Buy = 0.

The method fails because the coefficient matrices A and D have different charac-

teristic vectors. There is no longer a matrix Q which can dingonalize A and B

simultaneously and decouple the system.
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Although the characteristic vector approach was flawed, the research continued

by attempting to maintain the notion of characteristic value (characteristic velocity

or eigenvalue) which seemed necessary for the application of the modified equation

method.

It is a fact from linear algebra[5] that each of the matrices A and B can be

written in terms of their characteristic values as

where the A's are the characteristic .alues and the T's are matrices of rank one. In

fact, these matrices are known[41 because

where 4- and ri are the left and right characteristic vectors of A associated with the

characteristic value Ai. These vectors are orthonormalized so that Ir, =hil.

Knowing that A and R can be written as

A= EAiT

we again rewrite the original system

U +f +, = 0

in the form

Ise + DiT + E U) .
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Although this system is not decoupled, we explored a corresponding scalar

model problem for clues. Oonsider the scalar equation

ut + cuv + duy = 0.

In studying this equation, it was found that application of the locally implicit

method to

put + Cuz + duy = 0

actually solves the modified equation

At( c
(p- (-L + -))u, + ca,, +d ,y = o (AX + AY, ,t).

This result is easily extended to systems. Application of the locally implicit

method to the system

Put +Gu 1 +Duy =0

actually solves the modified system

At + D

(P- . ) + Cu , + Du, = O(Az + Ay + ,,Mt).

It follows that

"U, + + 0)sivy = o

is solved by applying the locally impIlicit method to

Put +ZA ,r..+E si., =o,

where P is chosen to be

P=I + at( ,+ ). i
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In this form, the locally implicit method is non-conservative and extremely

cumbersome to understand and to program. Nevertheless, this form is very close

to a method which is both simple and, in some sense, conservative.

7. Aerodynamic Systems: Conservative Approach. This section describes

the method which evolved from the failures of the characteristic vector approach of

the preceding section. The simplicity of the method seems to indicate the maturity

of its evolution.

We want to solve

U, + A' + 1 = 0.

Considering the modified equation approach, apply the (right- marching) locally

implicit discretization to

Put + $, +9Y = 0,

and get:
P -(U,?1 + -. + +1

J f " k - -+,I,k- o
At + 2Az 2Ai0

For each of the three finite difference expressions, substitute the corresponding

Taylor approximtion:

P(Ujk uAtu)k
pik•, + fxA• -- (finAt

2Ax

7 + -a (O- t+lgAt -g Ay)
2AS

to obtain

vc, + f, - , + go, - g = 0 (A, + AY + At).

34-18
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The Chain Rule gives

h = A•u

9t = But

and therefore the modified equation, the equation actually solved by the locally

implicit method, is

At A B
2 - -+ T ))at +.r, +v, = OAAx + AY+AI).

Therefore, the choice

P I+At. A BT (Ta- +

gives the solution of the original equation

ut +f +g3y = 0.

This method applies to time dependent systems in one, two, or three spatial

dimensions. As shown earlier, the use of alternate marching directions with this

locally implicit method gives numerical results which are comparable to that of

an implicit central differencing scheme. In fact, the method was shown to be less

dispersive and less dissipati'e.

In particular, this means the method is time accurate.

Being time accurate, the method is suitable for PNS (parabolized Na,'ier-

Stokes) calculations. In PNS calculations, one spatial variable is treated as the

time variable. The locally implicit method permits the implicit PNS calculation to

be replaced by an inexpensive explicit calculation.
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Fially, this method avoids the approximate factorization

• ~I - D, - Dy (I - D,)(I - Dv) •

required by the implicit methods in current use.

8. Numerical Example. The numerical solution for the two dimensional shock

relection problem is still forthcoming. The extension of the method as it was

outlined in this proposal lead to an impossibly complicated algorithm; my student

and I never got the program to produce meaningful results. The newer algorithm

that was explained in the last section is expected to be more fruitful.

On another project the same student did produce an interesting p arallel pro-

gramming result. A subroutine of the Conjugate Gradient algorithm, which solves

matrix problems, was rewritten in Ada for an eight processor parallel machine.

Using seven of the eight processors, the algorithm was speeded up by a factor of

0.96 over its scalar speed. It is especially interesting that this particular algorithm

cannot be vectorized to enhance its performance on a Cray.

9. Multigrld and the Locally Implicit Method. Both the multigrid and

numerical objectives were subordinate to the theoretical objectives and were cow.

promised. After more consideration, we believe the locally imtplicit method in its

present form is not particularly well suited for a multigrid adaptation. The multi-

grid strategy is as follows:

1. Vary the grid so that middle frequency components ton a fine grid are high

frequenty components on a coarse grid.

34-20
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2. Couple this with & scheme that, by whatever means, speeds the time evolution

of the high frequency components.

The locally implicit scheme is not well-suited to satisfy the second point; it

retards the convective time evolution of the high frequency components. The sue-

cess of some locally implicit multigrid examples may be due solely to accelerated

dissipative time evolution.

10. Conclusions. The research toward a locally implicit method for systems of

equations in several dimensions has been successful: a theoretical foundation has

been established. This success came only after the expenditure of the majority of

the research effort on the futile approach outlined in the proposal.

4
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I ntroduct i on:

The Fluorescent dye binding properties of several organic ayes for

the identification of asbestos in bulk materials and on membrane filters

have been studied '," and compared to previously reported rel;,u 1 is.",

Morin and Clayton-Yellow dyes exhibit easily detected fluorescence on

bulk samples containing chrysotile asbestos. A preliminrary procedure

for the specific identification of chrysotile in bulk materials was

established.

Fluorescence microscopy data suggested that Morin and Clayton-Y.Ilow

bind to other forms of asbestos that may be found on- membra.le filters.

The intensity of the fluworescence produced by other formis tf isbestos tn

bufl. materialn is too weak to observe with the naked uve bur apoears

dqtectable with the aid of a photonultiplier tube (P-T) attarh-,Tit on

tho fluorescence microscope.

Peesarj oh. O0_j,?c t i v es z

To continue the study of the bulýi samole anal•,tical •rocedure tc

determine its feasibility as a rapid. ccst offecti-.e, accurate

,nd easy to use f ield test by Air Force per-ionovl,

(2) To continue the Study of fluOrescent dye bttloinq ldeit•lon

of -asbstos fibers on membrane f:tIers ijstn:t o 9 ,

ýaqs wit. h a c.Iu n tt- of .pj- - utvl p n phj-) c

techn qes

'To investiqate tne L.,wetics (if tno binrOln t4teen Sbes-to'i *d

fluoresreent dyes in gn effort to quamt~tato "en

Uetween observed fluooestence and dve conce,lra's ton, astestos

c.oncontration and tirme using Spectro. |uot'ome'tric anal-VS1 of

aqueous 41sterssons of "tagged" asewsocq.

35-3



Goals:

(1) To develop a rapid, accurate, reliable, easy to use dnd

inexpensive field test suitable for the qualitative

identification of asbestos in bulk materials by Air Force

personnel.

(2) To establish an acceptable procedure for the qualitative

identification and counting of asbestos fibers on membrane

filters.

(3) To determine the quantitative relationships bet'w-een dye

concentration, asbestos concentration and time and the measured

level oF fluorescence that may be transferable to membravie

filter analyses and answer the questions. "Is it cisbesios?" and

"How much of it is present?"

(I' Several hundrdcd bulk samples previously Screened for asbetos

content by PLM will be tested using a procedure iitiatd at

OEHL/SA during the Summer, IQ8b.

Refinement of the st~ps 1 n the procedure: sampI e sam

treatment, dye concentration. limits of detection will be

undurtaken., Sampling an analytical protocol wI te

entablish9d for Air FOrr-e pprsotnel.

Gualitative identification of 3~b34tos fltsrS on memt~r•rle

filters and neat dispersions will ba unoertak(ei usirni Le.er.

O'alux-'20 microscope equipped to do -;nci phad e

cort-ast analvyos.
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(4) Quantitation will be undertaken utilizing existing equipment
specti-ofluorimreter and reflectance fluorometers t sals

relationships between dye concentration, asbestos concentration,

type of asbestos present and time and the observed level of

f luorescence.

Resul1ts:

Bulk sample A~nalyses

A total of 1,014 bulk samples previously identified bd PLM an.3lysis

were eý,amirled under several. variations, of a scheme repor-ted eale~.

The Lhrv'SOtile Content Of these samples that were po~sitive bv PLII

anal Iys is r~inqet f romn (1 ->7L%.

Table Ishows the overall results.

IMý=__L- TOQT~i BULk. C4NALvI-(S RE~tjt.TSj

No. amjes tCrrcL Fl

I1.01C, S7Q 03

'.-n 06%~ accura~cy may appear less Mana desirablia Ut, :t still e-t(des thi

of th(2 Cufrent ctimmerCja1 produtjC. aivail.~t)J tofjav.--.' HQ)W@Ver. whiý74- Ih

dattk art- broten out to lluStr.ate th~p effL4CtS of Oyip Cam~eotr~t ion Aind

volusno of reagen~t solution used marl-i-ed imroeeni~ts In aCut4ACY JO~a

Table J: ve;resnt% the *'esult4- using 1.5 nl- roral ý.Olum'e of Ce atd

b~jffor (Q.'75 ml. dyo, 0.75 niL buffer )rl rire conelit-ticn

TAE4&EF .I1 B3ULV ANAJLYSIS 1.5 m '~oluijton-. ~-~ dy

475 F,
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The two false negative results occurred with a dye concentration of

0.00001% on samples 4-10% chrysotile.

Steps were taken to investigate reducing the volumes of reagents and

concentration of dye utilized in the procedure. Previous efforts had

used separate solutions of buffer and dye that were added individually

to the bulk sample. Buffer and dye solutions were mixed prior to sample

analysis with 0.5 mL of the mixture added directly to the sample. Table

III contains the results of that change in procedure.

TABLE III - BULK SAMPLE RESULTS (0.5 mL; 0,0Q005-0.000075%)

No. Samples No. Correct % Acqcur7AUy False - False +

109 80 73% 3 2b

It appeared that the solution volume and dye concentration may be too

small so the reaqent volume of mixed dye and butffer solutions was

increased to 1.1 mL with a final die concentration, of a.' le... •

IV contains the results of that change in procedure.

T~iAI- BULK SAMPLE RESULTS (1.0 mi.; 0.0005%

Data suggested the dye concentration was too low so the dye

Concentration wa% Ifcreased.

Table V contains the re~ults of that change in prtceaiwe.

- BULK SAM1PLE PESULTS 1L0 mL• 0. s,(195 -0 1

It appears that at least 1.0 snL of reagent %olutior and a -e

concintration of O.O00Ol1 are necessarv to approath l10 i.r. ar.,

35-6
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The eleven step procedure reported earlier has been reduced to four

steps:

1) Place 10 mg sample in 1.5 mL, capped, plastic, microcentrifuge

test tube.

2) Add 1.0 mL mixed buffer/dye solution, close cap and shake.

3) Expose test tube to UV light against a black background.

4) Observe fluorescence.

Qual itative/CQuanti tative:

Epi-fluorescent examination of membrane filters was not accumplished

because the proper set of filters (exciter, barrier and dichroic).was

not aviilable for the Leitz microscope. Filters for another micrcscope

are beirig ordered to continue this phase of the study.

Prelim~nai-y spectroffuorimetric inviestigation (if the quantit,%tiv

relationships between dye concentration, asbestos concentration,

asbestos type with time and intensity were started. Pesults are

inconclusive due to the .aveL1ength limitation of the

spectrtfluorimeteav's PMT. Tho- dye under io-estigatior fluor'escos in the

red reqion of the spictrum,>7 t? nm whIch 1%. beyond the. t ctgC t oIn Ih t

of tho PMT". An etented ronge PMT has bQa ordered. This a;pect of tt-e

ist-'jdv will tbe c-)ntlroved upon *intallai~on of tho e c.'%sar'. PM1 r.

tho ChrVSotule bulk V,4mple analytui, ea :,J' h|v. been S fm- tifI0l

and could De uttli.7ed by tie ForcQ persuinnel followino, aoit:otial fied

tests outside the laboratory.

Further study is required to ident%fy additional dvea that are

specific for other fornms of asbestos in bulU mate~rials avnd to tcost the

35-7Ii



application of the "dye tagging" method to asbestos fibers on membrane

filters.
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ABSTRACT

This paper presents a new method of optimal design
that combines ideas and techniques from both the Method
of Optimal Design (MOD) and monotonicity analysis.
This new method, while presently limited to constrained
monotonic problems, has been automated. The problem is
first reduced in size and reformulated using ideas from
MOD. The reduced problem is then repeatedly
reformulated to develop state and design equations in
terms of all possible variable partitions. The
complete set of candidate optimal solution points is
extracted by monotonicity analysis applied to the
trivial constraint sets on the design equations from
every possible formulation of the problem. These
candidate solution points can then be numerically
sorted to determine the optimal solution for a
particular numerical case. The new method and its
automation are illustrated with two example problems
from the literature.

INTRODUCTION

Most non-numerical methods of optimal design have
as their basis either the Method of Optimal Design
(MOD) developed by R. Johnson (1967, 1978, 1979, 1980),
or Monotonicity Analysis introduced by Wilde (1975,
1976) and extended by Papalambros and Wilde (1979,
1980). These methods have been difficult to automate
since many of the analysis steps depend on the problem.
Zhou and Mayne (1983) developed a program that
numerically made the monotonicity decisions and
identified active constraints. The user then
interactively eliminated tne active constraints. Azarm
and Papalambros (1984a, 1984b) presented a knowledge
based system that uses both local and global
information to determine the active set of constraints.
Li and Papalambros (1985) developed a production system
that incorporates knowledge about the constraints to
make deductions about possible active sets.

This paper presents a new method of solution
extraction for constrained monotonic optimization
problems. This new method is based on the Method of
Optimal Design and has been automated using a symbolic
math compute.r program. The method w•orks by developing
problem formulations for all of the possible variable
partition. Analysis of the design equations in these
formulations leads to the complete set of candidate
solution points.
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OPtimization Problem Statement
A general design optimization problem that has

been reduced by the Method of Optimal Design can be
stated in the form:

minimize or Maximize
f (W

subject to
Yi = gi(2) i =1,2,. Ns

YiMIN < i < YiMAX i =s
XjMIN <= xj <= XjMAX j , = 2,.[,ND

where yi = (Yl, Y2 ,..., YIS) are the N state variables
(called "eliminated parameters" in MODQ and x. = (Xl,
X24,..., XND) are the ND decision variables (cilled
"trelated parameters" in MOD). Both the design
equation, f(2), and the state equations, gi(_), are in
terms of the decision variables.

There are two restrictions on the variables in the
method presented in this paper. The first is that the
variables are always positive. This is not really a
limitation since most engineering variables are always
positive or can be transformed so that they are
positive. This restriction facilitates the trend or
monotonicity analysis and helps in choice of roots when
t~ere are multiple roots of an equation. (For example,
X -1 has roots X=1 and X=-1, This restriction defines
x=l as the only feasible root). The second restriction
is that all variables have either both upper and lower
limits or no limits. Variables that do not have both
upper and lower bounds can be artificially constrained
by the designer. (For example a lower limit might be
zero, and. an upper limit might be some very large
positive real number), Variables without any bounds
are "free variables" and can be eliminated from the
problem.

BASIS FOR THE NEW METHOD OF OPTIMAL DESIGN

A discussion of this new method of solution
extraction first requires definition of a few terms:

Vertex:
The point of intersection of NDOF constraints.
This point is constraint bound s nce there are
zero degrees of freedom.

Solution Point:
The vertex that is the optimal solution for a
specific numerical case.

38-4



Candidate Solution Points:
The set of potential solution points. This set is
the same for every numerical case. All vertices
are not candidate solution points.

Partition:
A division of the set of variables into state and
decision variables.

Form of an equation or of the problem:
The variables in an equation or problem are
arranged so that the design and state variables
are in terms of the decision variables, i.e., the
variables are partitioned.

Statement of the New Method of optimal Desigm
The set of candidate solution points in

constrained monotonic problems can be determined from a
trend or monotonicity analysis on all possible forms of
the design equation.

Proof Outline for the New Method of Optimal DesiQn
This proof outline holds only for constrained

monotonic problems.

1) All candidate solution points occur at vertices
since there are no interior points (Wilde, 1975).

2) The constraints on a set of NDOF variables can
have many vertices. Of these vertices, only one can be
a candidate solution point.

3) The number of degrees of freedom in a problem
equals the number of decision variables in that
problem: NDOF = ND.

4) There are A = NVI/(NDI * N I) possible unique
sets of N varables in a problem (R. Johnson, 1978,
1979, 1980) Thus the variables in a problem can be
partitioned into At unique sets of state and decision
variables and analysis of each partition will lead to
the set of -andidate solution points.
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5) The decision variables in the design equation form
the trivial constraint set (i.e., the upper and lower
bounds on the decision variables). Ignoring the non-
trivial constraints, the trivial constraint set
encloses the feasible region. Trend analysis on the
design equation identifies the vertex that is the
unique optimal solution point in this region. This
solution point is one of the set of candidate solution
points.

6) Trend analysis of the design equations in all
partitions leads to the complete set of candidate
solution points.

This new method will first be demonstrated using
the pellet production problem.

Example 1: Pellet Production Problem (G. Johnson plid

Townsend. 1979)
One of the machines involved in the manufacture of

plastic pellets is the pelletizer which cuts the
strands of plastic into pellets. In this example the
pelletizer will be studied to maximize its production
rate, Eq. (1), with limits on the diameter and length
of the pellets, the number of strands to be cut, the
speed of the blades, and the power required to cut the
strands, Eq. (2).

Maximize V:

0.01 nKG
V 1 . ....- ( 15 1 i p B D2 0 n )-- (1)

nMAX JHR

Subject to:

P = 6.6*10-6 n D3 B 0 (2)

PMIN <=P <ý= PMAX

<MIN D <= DMAX

1MIN < 1 <= 1MAX

OMIN <= 0 <= QMAX

n : Integer, 1..nMAx
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1 is a "truly independent variable" and the optimal
value of 1 is 1MAX. It is expedient to solve the
problem for fixed n, up to nMAX times. There are two
decision variables, D and 0, so there are two degrees
of freedom. The state variable is P.

The problem can be reduced to:

Max V = A1 A2 D2 a (3)

Subject to: P = A2 A3 D3 0 (4)

where

Al 1 - ---- 15 1MAx P) (5)
nMAX

A2 = B n (6)

A3 = 6.6*10-6 (7)

subject to:

PMIN P P <= PMAX

DMIN <= D <= DMAX

nMIN <= = <=MAX

The set of candidate solution points to this
problem is:

(MAX' OMAX )?
(PMAx, DMIN )

These candidate solution points will now be
developed using the new method. In a problem with one
state variable and two decision variables, there are

NVI/(Nst ND!) 31/(2! * l!) = 3

different partitions of the variables. The three
partitions are shown in Table 1.
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Table 1. Partitions of the Pellet Problem

Partition I STATE DECISION
I VARIABLE I VARIABLE

1 1 P I DO
2 I D I P
3 I P D

The problem is presently in the form of Partition
#1 - V and P are in terms of D and a.

V = A1 A2 D2 a (8)

P = A2 A3 D3 Q (9)

Trend analysis on Eq. (8) shows that to maximize
V, both D and a should be set to their maximum values:
(D A X) This is the first of the candidate
so.luion points in the set.

In the second partition, V and D are in terms of P
and 0. To develop this partition, Eq. (9) is solved
for D:

S---------- (10)
A2 A3 0 j

and substituted into Eq. (8) to eliminate D:

= P2 0A 2  1/3

V~1  A32 ](1
The candidate solution point, (PMAX, OMAX)

corresponding to this partition, can F6-determined by
inspection of Eq. (11).

The last of the candidate solution points, ( PX

SN ), is determined from the third partition. Eq.
is solved for a:

P
0 ----------. (12)

D3 A2 A3
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and substituted into Eq. (8) to give:

P A1
V . . (13)D A3

Thus, the three candidate solution points,

(( •x, OMAx), ,
(PMAX' MI)

have been determined by development and analysis of all
of the forms of the design equation. This is
summarized in Table 2.

Table 2. Pellet Problem Solutions

Equation Solution

V = A1 A2 D2 a DMAX OMAX
SP2 (s A2 11/3

V = A1  PMAX OMAXE A3
2

P A1
V = P l PAX DMIN

D A3

The steps of a numerical analysis of this problem

for a specifiL numerical case could be as follows:

Calculate

f ~.01 n1
A1  [ 1 J------- ( 15 MAX p ) (14)nMAX

A2 = B n (15)

A3 - 6.6*10-6 r (16)

From partition 1,

P =A 2 A3 %MAX3 'MAX (17)

If PMIN <a P <= PMAX then
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Save V = A1 A2  )MAX2 "MAX (18)

as a feasible candidate solution point.

From partition 2,

PMAX 11/3
D =(19)

A2 A3 M'AX

If DMIN <= D <= DMAX then

Save V = A1  P MAX2 1/3A32 (0

as a feasible candidate solution point.

From partition 3,

IMAX
3 A2 A3

If OMIN <= 0 <= PHAX then

1Pw•X A1

Save V - ......... (22)
DMIN A3

as a feasible candidate solution point.

The best of the feasible candidate solution points
is selected as the optimal solution. Sometimes, none
of the candidate solution points are feasible. This
occurs when a feasible region does not exist for the
numerical case.
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AUTOMATION

The method of analysis presented in this paper has
been automated with the symbolic math computer package
muMATH 83 on IBM PC and AT micro-computers. muMATH 83
manipulates equations symbolically to solve for
variables, simplify equations, differentiate, take
absolute values, and perform other needed mathematical
tasks. The automation of the method consists of three
distinct phases:

1) Conversion of the problem into a reduced form.

2) Development of all partitions.

3) Trend or monotonicity analysis of the design
equations.

Each of these will be discussed in detail and
demonstrated with Example 2.

Example 2: Torsion Bar Design (R. Johnson. 1967. 19§08
This problem involves the design of a round

torsion bar for use as a spring subjected tc repeated
loadings. It is desirable to minimize the twisting
moment, Mt, applied to the machine by the torsion
spring for a given amount of energy, PEs, to be
absorbed by the spring. The length, L, and diameter,
d, of the bar are limited due tu space restrictions.
runctional requirements limit the angle of twist, 6,
and bar shaft will be designed to prevent fatigue
failure with a reasonable factor of safety, N.
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Minimize

2 PEs
Mt = --- (23)

Subject to:

32 Mt L
---- 4 #< 8MAX (24)

d G

16 Mt Se
v maxl= -- = -. . (25)

W d3 (I + p) N

LHIN <= L <= %AX

d <= dMAX

R. Johnson has shown that this problem can be reduced
to:

Minimize
I d4 pEs v.G_11/2

M, /.. 1 (26)

State Equations:

[.64 PEO" O ]j/ (27)

m16 K2 PEG 1/2)

Subject to:

OHIN <,m 0 <w FMAX

rmaxMiN "- Tmax <= Ima&MAX

LMN<- L <= LKAX

dI<= d <a dMAx
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Where:

Se emaxMAX (29)

- (1 + p) N

He has also shown that the candidate solution points of
this problem are:

Table 3. Torsion Bar Solutions

dMIN, kIAX),
( 0 MAX any feasible d),

dMIN# imaxyIN)!
$MAX, any feasible L),
½LAX, rmaxpAX),

(MAX, any f•easible rmax)).

Three of the solutions, ( 9MAX, any feasible d), (
sMAx, any feasible L), and
( MAX, any feasible rmax)} ar'e lines rather than
poin s. Along the constraint 9 = 6MA$, the twisting
moment, Mt, is dependent only on f. Thus any feasible
point along this constraint can be an optimal solution.
This problem can be very difficult to solve using
numerical methods since there can be an infinite number
of equally optimum solution points.

Analysis of an optimization problem by 140D or the
new method requires a reformulation of the problem so
that the state and design variables are in terms of the
decision variables. In MOD, this reformulation is
referred to as the conversion of the Initial
Formulation to the Final Formulation.

There are two steps in this reformulation. In the
first step, free variables, which do not have limits,
are eliminated from the problem (R. Johnson, 1979,
1980). Elimination of the free variables reduces the
number of state equations. The second step is the
manipulation of the objective function and state
equations so that they are in tarms of the decision
variables.
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The interaction of the program with the user as
Example 2. is entered into the computer is shown in
Figure 1. Once the problem has been entered into the
computer, the program displays statistics about the
current form of the problem and makes recommendations
for the reformulation of the problem. Figure 2. shows
the information displayed immediately after entering
the problem into the computer. It makes the
recommendation that the design variable be eliminated
from the state equations (SDE's) using AUTO(). AUTO()
eliminates both the free variables from the problem and
the design variables fron the state equations. This
was done in Figure 3. In Figure 3. the program
recommends that the equations be manipulated so that a
appears on only one side of the equations. This was
done as shown in Figure 4. using MAKESTATE(THETA).
After thisi has been completed, the program determines
that the problem is in a final reduced form and
recommends solution extraction using DOIT().

Once the problem has been reformulated, then
further analysis can reduce the problem size. Some
variables may appear only in the design equation and
the limit equations. R. C. Johnson (1978, 1980) refers
to these variables as "truly independent". No matter
how a problem is reformulated, it will always trend in
the same direction on these variables. Trend analysis
on any design equatio.,. will determine the partial
solution of the problem for these variables. 1 in the
pellet problem is a "truly independent" variable, it
was set equal to IMAX.

Redundant state equations can also be removed from
the problem (Wilde, 1975). An example of a redundant
state equation is:

Volume - X5 (30)

XMIN <' X <' XMAX (31)

Volume <- VolumemAx (32)

In this case, the upper limit on the volume is
really only an upper limit on X. The true pper limit
on X is the smaller of X and Volume A The
state equation for the VRaume can thenlxe removed from
the problem, reducing the number of state equations by
one,
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Once the problem has been reformulated, then the
program identifies and eliminates redundant state
equations and analyzes "truly independent" variables.
Example 2 does not have either redundant state
equations or "truly independent" variables.

.e~yeloDment of all Partitions
In step one, the problem was reformulated so that

there is a distinct division between state and decision
variables. This set of state and decision variables
forms one of the partitions that the problem can be
reformulated into. In this problem, there are At =
NV!/(ND! N 1) - 41/(2! 21) = 6 possible unique
partitions of state and decision variables and six
candidate solution points.

An existing partition can be reformulated into
another partition by interchanging one of its state
variables with a decision variable. This is done by
solving the state equation for the decision variable
and using this new equation to eliminate th.e decision
variable from the other- equations in the formulation.
This interchange of variables can be demonstrated by
interchanging vmax and d in the torsion bar problem:

Eq. (28) can be solved for d to give:

[16 K2 PE3 G 11/2
d ----------------- -- I (33)

rmax. Lw ir

Eq. (33) is then used to eliminate d in Eq. (26)
and Eq. (27) resulting in a new partition with state
variables d and a in terms of the decision variables L
and ,max:

A 16 G3 K4 pEs3 _11/21 m - --- ----... .....- (34)L L 2max4 w j

r 3 G 4 2  11/2

L rmax" j

2 112
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An orderly procedure for developing all of the
partitions based on the interchange of variables has
been developed. In this procedure a table of the
variable partitions is used to determine partitions
that are suitable for modification into new partitions.
This is shown in Table 4. for the torsion bar problem.

Table 4. Variable Partitions of the torsion bar
problem.

# I STATE I DECISION j LEVEL I PARTITION-

I VARIABLES I I INTERCHANGE

I 1 rmaxi d L 0 none

21 L max 0 d 1 #I 1 - L
3 6 L rmax d 1 #l1 - max L
4ld vmax O L I 1 -# 1 d
5 a d rmax L 1# 1 - maL d

I # 2 - rmax d
614L d I 6 ,max I 2 i# 3 - 8 d

I # 4 - rmax L
l #5-G L

------------------------ aaaaaaaaa---

The six partitions are grouped in three levels.
The partition on level zero is the original partition.
The partitions on level one have had one decision
variable interchanged with one state variable. The
partition on level two has had two decision variables
interchanged with two state variakles. Each level has
one less of the number of original decision variables
then the previous level.

New partitions are developed by interchanging a
state and a decision variable in an existing partition.
Thus, a new partition will have one less of the
original decision variables then the partition that it
is developed from. It follows that new partitions are
developed by modifying a partition from the level below
that of the desired partition.
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The modifications needed to devplop a new
partition from an existing partition can be determined
by a comparison of the the sets of decision variables
from the two partitions. Inspection of the two setsshows that all of the variables but one in a set are
common with the variables in the other set. A
partition is modified to produce a new partition by
interchanging a state with a decision variable. The
decision variable to be interchanged is the variable
that is not common in the set of decision variables for
the partition to be modified. The state variable to be
interchanged is the variable that is not common in the
set from the desired partition. These two variables
are interchanged to produce the desired partition.

Partition #2 was developed by interchanging d and
rmax. The set of decision variables in partition #1 is
d L, and the set in partition #2 is rmax L. L is
common to both of these sets and rmax and d appear in
just one of the sets. It follows that rmax and d are
the variables that should be interchanged. Since rmax
is not a decision variable in partition #1, it must be
a state variable. Thus, the equation for rmax in terms
of d should be solved for d and used to eliminate d
from the other equations to produce the desired
partition. The variables to be interchanged to develop
a partition are shown in the INTERCHANGE column of
Table 4. along with the partition that should be
modified.

Partition #6 can be developed from any of the
partitions in level one. However, this is not always
the case for partitions on level two or higher. All
partitions on the next lower level may not be suitable
for developing a desired partition since their sets of
decision variables may have more then one variable that
are not common. Thus, when developing a partition on
level two or above, all partitions on the next lower
level should be checked until a suitable partition is
found.
onThe development of a new partition consists of the

following two steps:

1) Search all partitions on the previous level
to find a partition that is suitable for development of
the desired partition. A suitable partition is one
that exists and whose set of decision variables has
only one variable that is not common with the set of
decision variables in the desired set.
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2) The variables are interchanged in the
partition identified in step 1. This is done by
solving the state equation for the decision variable

identified in step 1. This equation is then used to
eliminate the decision variable from the other
equations in the partition, producing the new
partition.

The automatic development of all of the partitions
in Example 2. are shown in Figure 5. The development
of these partitions took approximately 60 seconds on an
6 MHz IBM PC/AT.

It is readily apparent that the generation of all
of the forms of the problem necessitates that the
equations can be solved for all of their variables.
For example,

Y = X + X SIN(X) (37)

cannot be solved for X. Equations such as this are
often smooth in the region of interest and can be
replaced with approximating functions (R. Johnson,
1980). The approximating function should be of a form
that can be easily solved for all of its variables.

In many problems, all of the equations may not be
in terms of all of the decision variables. When this
occurs some of the equations cannot be solved for all
of the decision variables in the problem. Take for
example Example 2. If the equation for e was only in
terms of d, then the partition with 6 and d as decision
variables would not exist since there could not be an
equation for r or L in terms of 6 and d. Thus there
are five partitions and five candidate solution points
since the limits on 0 and d can never intersect.

In some cases, global knowledge about the problem
can be obtained from the partitions as they are
developed. Redundant state equations may not be
apparent in some formulations of a problem but appear
in others. When a redundancy is found in a new
partition, the redundant state variable is removed from
the problem, reducing the size of the problem, and any
previously developed partitions that have the redundant
variable as a state variable are re-used.

Trend or monotonigitv analysis of the design equations
The set of candidate solution points is determined

from an analysis of the design equations developed in
the previous step. Trend or monotonicity analysis
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(Wilde, 1975) applied to a design equation will
determine the candidate solution point that corresponds
to the trivial constraint set on that design equation.

The trend direction of the variables is determined
by a first derivative analysis. The first derivative
of the design equation is taken for each variable in
turn. If the derivative with respect to a given
variable is always positive, then the function will
always increase if that variable is increased,
likewise, the function value will decrease if that
variable is decreased. The derivative comparisons are:

Iderivativel= derivative -> Always increasing

Iderivativel= -derivative -> Always decreasing

derivative = 0 -> Independent

else -> Not monotonic

For example:

Mt d4 ] (38)
16 L

ad 4L (39)

ad 4 L

The absolute value of the derivative with respect
to d equals the derivative. Thus the function is
always increasing with increasing d, all else held
constant. Since the minimization of Mt is desired, d
should be minimized.

[ d4 PE1 w G 1/2
M. Mt - (41)

16 L
aMt d 4 PEs f G .1/2

3 (421)
8L 64 L .

•,., • •38-19



r(43)
8L L 641L3

With respect to L, the function value will

decrease as L is increased, all else held constant,
since the negative of the derivative equals the
derivative. Thus, the candidate solution point
corresponding to the trivial constraint set on Eq. (41)
is {dMIN, LMAX}.

As a second example:

2 PEs
Mt (44)

aMt -2 PEs
- -= ..... (45)

amt 2 PEs
S(46)

This shows that the first derivative with respect
to 0 is always negative. Thus, to minimize Mt, 0
should be maximized. Likewise for d:

amt
"--- a 0 (47)
ad

This candidate solution is independent of d. Any
value of d that satisfies all of the limits with e-OMAX
is a candidate optimal point. This candidate solution
point turns out actually to be an infinite set of
candidate solution points, all with the same value of
Mt.

The program automatically makes the first
derivative analysis, as shown in Figure 6., for each of
the design equations to O'.t'±v• the set of candidate
solution points. These poincs werc shown I" Table 3.
The first derivative analysis took approximately 34
seconds on a 6 MHz IBM PC/AT.
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One of the requirements of this new method of
optimal design is that all variables must be positive.
This requirement was made to facilitate the
determination of the absolute values of the
derivatives. Some terms such as

1- ,(48)
S~nMAX

from the pellet production problem are not clearly
positive or negative. However, knowledge about the
numerical values can be used to determine the sign of a
term. In this case, n cannot be greater then nA, so
the term is always positive. The program deals wf th
terms such as this by asking the user for more
information.

Equations that are not monotonic are handled in
the same way as term that are not clearly positive or
negative - the program stops and asks for help. The
equation may always be monotonic in the area of
interest and non-monotonic elsewhere - regionally
monotonic (Papalambros and Wilde, 1980). When the
equation is monotonic in the area of interest, then
this monotonicity can be identified by the designer and
the analysis continued.

A more complicated case occurs when the equation
is not monotonic in the area of interest. This new
method was developed specifically for-monotonic
problems, however, experience has shown that it can be
extended to work with some non-monotonic problems.

"38-21



CONCLUSIONS AND FUTURE WORK

The new method of optimal design presented in this
paper is a powerful method of solution extraction for
some classes of constrained monotonic problems. The
result of an analysis by this new method is the set of
candidate solution points along with the state
equations needed to test the feasibility of these
points. The optimal solution for a specific numerical
case is the best of the feasible candidate solution
points. While this method cannot solve all problems,
it can often be used to reduce problem size and to
reformulate a problem into a more desirable
mathematical form for analysis by conventional
numerical methods. The method has been successfully
used to correctly solve approximately twenty different
problems from the literature, including some whose
original solution in the literature is incorrect.

The candidate solution points found by this method
must be numerically checked to determine which is the
optimal solution. The next step in the automation of
this method will be to develop an automated method of
numerically checking the candidate solution points.

Large problems with many state and decision
variables can be difficult and time consuming to solve
using this method. For example, if there are eight
state and eight decision variables, then there are
161/(81 81) - 12870 different partitions of state and
decision variables. Knowledge about the numerical
values of the upper and lower limits could be used to
eliminate state equations that can never be violated in
specific numerical cases (Papalambros and Li, 1985).
If four state variables could be eliminated then there
would be only 121/(41 81) w 495 different partitions.
This reduction of problem size can help make the
analysis of large problems feasible, although the
solution would be correct only for a subset of the
complete set of potential numerical cases.

A previously mentioned area for future work is
with non-monotonic problems. Extrema of functions can
be determined analytically to determine interior
candidate solution points. If the problem is non-
monotonic in more then one variable then simultaneous
non-linear equations may need to be solved to determine
the interior point or points. This has potential for
determining the global solution when there are multiple
local extrema.
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NOM ENCLATURE

KoD - New Method of optimal design:
At = Number of partitions of state and

decision variables.
N~oF"- Number of degrees of freedom.
ND Number of decision variables.
NS - Number of state variables.
Nv - Number of variables = ND + NS.

Example 1. Pelletizer Problem:
Al = Constant defined in Eq. (5).
A2  = Constant defined in Eq. (6).
A3  = Constant defined in Eq. (7).

= Number of blades on the cutting
rotor.

D = Diameter of the strands to be cut
into pellets.

1 - Length of an individual pellet.
n = Number of strands to be cut intu

pellets.
npvu - ,Maximum number of strands that can

be cut.
P = Power required to cut the pellets.
V - Volume of pellet production: mass

per time.
a - Rotational speed of the cutting

rotor.
p - Density of the pellets.

, Shear strength of the plastic
strands.

Example 2, Torsion Bar Problem:
d - Diameter of the torsion spring.
G - Modulus of rigidity.
K m Stress concentration factor " 1.6
L - Length of the torsion spring.
Ht Twisting moment.
N Factor of safety.p - S/tv
PES - Energ to be absorbed by the

torsion spring.
S- - Fatigue from reversed bending

test.
St - %- -ld strength from a simple

tensile test.
wmax f Maximum shear stress.
,0 - Angle of twist.

Subscripts:
A Upper bound on a variable.

HIN" LOwer bound on a variable.
Supergoripts:

- Optimum value.

38-25



? ENTERPROBLEI4O;

What is the equation to be optimized ?
MT== 2 PEs/THETA;

What are the other equations ?
Enter 0==O when done.
# 1 THETA -- 32 L MT/(G d-4 PI);
# 2 TAUmax 16 K MT/(dA^3 PI);
# 3 0 == O;

[PEs, K, TAUmax, MT, P1, d, L, G, THETA) are the
variables in the equations.

What is the variable to be optimized ? MT;
MINimize or MAXimize M? IN;

What are the constrained variables?
Enter DONE when finished.
Constrained variable # 1 ? THETA;
Constrained variable # 2 ? TAUmax;
Constrained variable # 3 ? L:
Constrained variable * 4 ? d:
Constrained variable # 5 ? DONE;

What are the free variables?
Enter DONE when finished.
Pree variable # 1 ? DONE;

Figure I. Entering the Torsion Bar Problem

8
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0 MT == 2 PEs/THETA

1 THETA == 32 L MT/(G dA4 PI)
2 TAUmax 16 K MT/(dA3 PI)

In the FF there will be: 2 state equations and 2
decision variables.
Eqn #0 MT in terms of [THETA)
Eqn #1 THETA in terms of (MT, L, d]
Eqn #2 TAUmax in terms of (MT, d]
Limited variables are: [THETA, TAUmax, L, d]
Free variables are [] and should be eliminated.
(TAUmax] are state only.
(L, d] are decision only.
(THETA) are both state and decision.
SDE'S have design vary - Try AUTO();

or RECOMMEND(); for recommendations.
Problem is not in final formulation form.
@: TRUE

Figure 2. Problem as Entered into the Computer

30-27 •
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? AUTO(;

0 MT == 2 PEs/THETA

1 THETA 64 L PEs/(G THETA dA4 PI)
2 TAUmax 32 X PEs/(THETA d^3 PI)

In the FF there will be: 2 state eg-dations and 2
decision variables.
Eqn #0 MT in terms of (THETA)
Eqn #1 in terms of (THETA, L, d)
Eqn #2 TAUmax in terms of (THETA, d)
Limited variables are: [THETA, TAUmax, L, d]
Free variables are (] and should be eliminated.
[TAUmax) are state only.
CL, d) are decision only.
(THETA] are both state and decision.
SDE's (1] are not solved for problem variables - Try

SOLVEFOR(eqn number , vary name);
or MAKESTATE(decision vary name in eqn);

Problem is not in final formulation form.
@: TRUE

Figure 3. Eliminatica of the Design Variable

38-28
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? MAKESTATE (THETA);
#1 THETA 64 L PEs/(G THETA d^4 PI)
#2 TAUmax == 32 K PEs/(THETA d^3 PI)
Select the equation to become the state equation. 1;

Solving THETA == 64 L PEs/(G THETA d,4 PI) for THETA
Root # 1 : THETA == 8 L5(1/2) PEsA(I/2)/(G^(l/2) d^2

PI^(1/2))
Root # 2 : THETA == -8 L^(1/2) PEsA(1/2)/(G^(I/2) d^2

PIA (1/2))
Select root # ? 1;

0 MT == G^(1/2) d^2 PIA(1/2) PEsA(1/2)/(4 L^(1/2))

1 THETA == 8 L^(1/2) PEs^(I/2)/(GA(I/2) dA2
pl^(1/2))

2 TAUmax 4 GA(1/2) K PEsA(I/2)/(LA(1/2) d
PIA (1/2))

In the FF there will be: 2 state aquations and 2
decision variables.
Eqn #0 MT in terms of CL, d)
Eqn #1 THETA in terms of [L, d)
Eqn #2 TAUmax in terms of (L, d]
Limited variables are: (THETA, TAUmax, L, d)
Free variables are C) and should be eliminated.
[THETA, TAUmax) are state only.
[L, d) are decision only.
() are both state and decision.
Problem is in final formulation form.
Use DOITO; to extract the solutions.
@t TRUE

Figure 4. Making 8 a State Variable

3-

I<



?DOIT;

-!-

Transforming conversion results into a partition.

Partition #1 in terms of: L d

MT == G-(1/2) dA2 PIA(1/2) PEs^(1/2)/(4 L^(1/2))

TAUmax == 4 GA(1/2) K PEs^(I/2)/(LA(1/2) d PI^(1/2))
THETA == 8 L^(1/2) PEsA(1/2)/(GA(1/2) dA2 PIA(1/2))

MT is in terms of CL, d)
TAUmax is in terms of [L, d]
THETA is in terms of [L, d]
-----------------------------------------------
Partition #2 in terms of: THETA d

MT == 2 PEs/THETA

TAUmay - 32 K PEs/(THETA dA3 PI)
i == G THETAA2 d^4 PI/(64 PEs)

MT is in terms of (THETA]
TATJmaA, is in terms of (THETA, d]
L is in terms of (THETA, d]
--- ----- ------------ " --------------- -

Partition #3 in terms of: TAUmax d

MT - d*3 PI TAUmax/(16 K)

THETA -- 37 E PE%/(dA3 PI TAUmax)
L -w 16 G W'2 PEs/(d^2 PI TAUmaxA2)

MT i.s in terms of [TAUmax, d]
THETA is in terms of (TAUmax, d)
L is in term of [oTAUmax, d]

in - - f ... . . ... - i....... -

Figure 5. Torsion Bar Partition Generation
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Partition #4 in terms of: THETA L

Solving THETA == 8 L5(1/2) PEs^(I/2)/(GA(I/2) d^2
PIA(1/2)-) for d
Root # 1 : d -= 2A(3/2) LA(1/4) PEsA(1/4)/(G^(1/4)

THETA^(1/2) PIA(1/4))
Root # 2 : d -= -2A(3/2) LA(1/4) PESA(1/4)/(G^(1/4)

THETAA (1/2) PIA (1/4))
Select root # ? 1;

'MI== 2 PEs/THETA

TAUmax -= 4 G^(3/4) THETAA(1/2) K PEsA(1/4)/(2A (3/2)
LA(3/4) PIA(1/4))
d -= 2A(3/2) LA(1/4) PEsA(1/4)/(G1(I/4) THETA^(1/2)
PIA (1/4))

MT is in terms of [THETA]
TAUmax is in terms of (THETA, L]
d is in terms of (THETA, LI
----------------------------
Partition #5 in terms of: TAUmax L

MT -- 4 GA(3/2) KA2 PEs^(3/2)/(LA(3/2) PIA(1/2)
TAUmaxA 2)

THETA -- LA(3/2) PIA(1/2) TAUmaxA2/(2 GA(3/2) KA2
PEsA (1/2))
d um 4 GA(1/2) K PEsA(1/2ý/(LA(1/2) PIA(1/2) TAUmax)

MT is in terms of [TAUmax, L)
THETA is in terms of [TAUmax, L]
d is in terms of [TAUmax, L]
---------- w----------- ------ ~~~ oo ---

Partition #6 in terms of: TAUmax THETA

Solving TAUmax -- 32 K PEs/(THETA d43 PI) for d
Root # 1 : d w- 2 44(1/3) KA(1/3)

PEsA(I/3)/(THETAA(1/3) P1^ (1/3) TAUmax^ (1/3))
Root # 2 : d -m 2 41(1/3) #E^(2/3 #1 #PI) K^(1/3)

PEs^ (l/3)/(THETAI%(1/3) PI^(1/3) TAUmax^(1/3))
Root # 3 : d on 2 4A(1/3) #EA(4/3 #1 #PI) K4(1/3)

PE9BA(1/3)/(THETA A (1/3) PIZ(1/3) TAUmaxA(1/3))
Select root # ? 1;

X4T 2 PEs/THETA

38-31 F



L == 4^(1/3) G THETA.(2/3) K^(4/3) PEs^(1/3)/(PI^(1/3)
TAT~maxA (4/3))
d -= 2 4A(1/3) K^(1/3) PESA(1/3)/(THETAA(1/3) PIA(1/3)
TAUmax (1/3))

MT is in terms of (THETA]
L is in terms of [TAUmax, THETA]
d is in terms of (TAUmax, THETA)

Figure 5. Torsion Bar Partition Generation Continued
(to be merged into one figure)
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SOLUTION OF

Mt == d^2 (G PI PES)(IA/2)/( 4 L^(1/2))

L max d min

---------------------------------------

R SOLUTION OF

Mt = 2 PEs/THETA

THETA max
---------------------------------------

SOLUTION OF

Mt == PI d^3 TAUmax/(16 K)

TAUmax min d min
------------------------------------------
SOLUTION OF

Mt == 2 PEs/THETA

THETA max
--------- W---------------------------------

SOLUTION OF

Mt mw 4 K^2 (G PEs)A(3/2)/(LA (3/ 2 ) PIA(1/2) TAUmax-2)

TAUmax max L max

SOLUTION OF

Mt -w 2 PES/THETA

THETA maX
manninca- ------- n n n n n n n n - - - -- --------

Figure 6. Candidate Solution Extraction
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ABSTRACT

The modified Mannich condensation of 2,2-dinitropropanol with tert-alkylamines,

R R R C"K2 , where the R groups were varied form three 043 groups to three

HOCH2 groups was investigated. The condensation is not seriously sterically

hindered nor does intromolecular bondinig in the hydroxyalkylamines prevent reac-

tion, contrary to an earlier report. Nitration of the Mannich adducts to yield

the nitraminoaklyl nitrates was studied. The reaction of

2,2-dinitro-l,3-propanediol with a variety of amines under a range of reaction

conditions failed to yield the bis-condensation.
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i •. L ntrouductionl

The investigation undertaken was to attempt to condense 2,2-dinitro-l-

propanol, 1, with tris(hydroxymethyl)methylamine, 2, and to fully nitrate

the adduct as shown in Scheme i. It was anticipated that the final pro-

Scheme 1

NO2  NO2
I t'ai2C(CH 2OH) 3 I

Cis3-c-aDi2O CH3-C-Oi2Hc~cH 2 0H )3

N02  N02
HN03

H2 S] .4

NO2  N02

CH,-C-CH2-N-C( cH2ONO2 )3

N02

duct, 2,2-bls(hydroxymethyl)-3,5,5-trinitro-3-aza-l-hexanol trinitrate,

would have desirable physical and chemical properties to be utilized as a

plasticizer in certain propellant formulations.

A second study sought to find the conditions necessary to accomplish the

Ubs Mannich condensation of 2,2-dinitro-1,3-propanediol, 3, with amines in

general and 2 specifically and then to nitrate the adduct as shown in

Scheme 2.
"Scheme 2

N02  NO2

N02  ND2

3
.HN0 3
H2S04

N02 ND2 N02

(O2NOCH2 33 H2PC 2NC(H 20O2 )3

N02
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It was expected that the final product of this synthesis would be a poten-

tially useful high melting oxidizer.

II. Results and Discussion

The attractive procedure1 for the preparation of I and 3 In our hands

usually afforded little or none of the desired compounds. An unpublished

modification of the procedure, which does yield consistent results, was

obtained 2 and is detailed in the experimental section.

A. Condensations of 2,2-Oinitropropanol and Nitration of tne Adducts.

The modified Mannich condensation of 2,2-dinitroalcohols occurs

readily with amines in a variety of solvents. 3  In view of the struc-

tural diversity of the amines that have been shown to react and based

on the fact that we 4 had shown that 2,2-dinitro-2-fluoroethanol could

be condensed with 2 despite a published report to the contrary, 5we

initially attempted to condense 1 with 2 under aq~jous conditions.

Continuous ether extraction of the reaction mixture failed to yield

the desired adduct. %riation of the reaction time, pH4, and tem-..

perature did not measurably affect the results. Therefore, it was

decided to study the reaction of 1 with a series of amines, varying

systematically in structure from tert-butylamine- to 2, to ascertain if

some factor such as a steric effect or intramolecular hydrogen~

bonding might be hindering the reaction.

As shown In Table-1, 2, 2-.dinitropropanol reacts readily and in acce-p-

table yield with the hindered amines, studied. Furthermore, there

appears to be no inhibition of the reaction due to the expected intra-

molecular hydrogen. bond ing In the hydroxyalkylamines.. we concluded,

therefore,, that our failure to observe a reaction between I, and 2 was

the resul~t of a p oor ly designed reaction work-up procedure.
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Table I. Mannich Products of 2,2-Dinitropropanol and Amines

Amine, RR'ROCNH2

R R' R Solvent Yield, a m.p. C

043 043 043 H20 73 144 decC

013 043 HO)H2 042 C12 83 133 decc

0'3 HOCH2 HOCH2 42 9495

H00 2  0 O- H20 97 128-131

aBased on crude product. bRecrystallized product. CHydrochloride of adduct.

As detailed in the experimental section, the desired condensation of I

with 2 has been ahieved, based on elemental analysis, but purifica-

tion of the adduct remains to be accomplished. The initial attempts

to recrystallize the crude adduct from acetone/ether yielded unreacted

2, a large amount of an uncharacterized yellow oil and a small wauunt

of relatively pure adduct. We are currently attemoting to improve the

purification procedure.

Nitration of the Mannich adducts of 2,2-dinitropropanol was carried

out in methylene chloride using a mixture of oolorless fuming (9O0)

nitric and fuming (13OU) sulfuric acids. This procedure appears,

however, to be unsatisfactory. Nitration of the hydrochloride of

2,2-dmhyl-5,5-.dnitro-3.ezahexane, equation 1, yielded the N-nitroso

NO2  ND2 NO} I+ 3 I

NO2  NO2

Cl
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rather than the N-nitro (nitramine) product as indicated by elemental

analysis. With other adducts this nitration procedure has yielded

products that also appear to be the N-nitroso derivatives although

this remains to be confirmed. It is now obvious that we need to

explore other nitration methods to obtain the nitramino nitrate

esters.

Since we have been unable so far to obt&in the desired adduct of 1

with 2 in pure form, it was decided to nitrate the crude material from

the Mannich condensation. Work up of this reaction has yielded a pale

yellow oil that is currently being characterized.

B. Condensation of 2,2-Dinitro-l,3-propanediol with Amines

The Mannich condensation of 2,2-dinitro-l,3-propanediol, 3, with

amines usually results it condensation with one mole of amine, mono

condensation, accom ied by the loss of one mole of forzmaldehyde 6

(demethylolation), equation 2. Two reports have claimed condensation

N02

"H)CH2•-'4-- + N42 ---, (O2N)PH* 2 4 (2)
I
N02  + 0420 + -I2

with two moles of amine, a bis condensation, but no experimental

details of Hamel's workd have aptxued. The major goal in this por-

tion of the project was to find conditions under which the bis conden-

sation could be achieved. The addition of formaldehyde, which might

uppress demethylolation, unfortunately leads to the production of

cyclic add uts. ' Thus, this Investigation centered on variables

such as stiochiomtry, solvent type, and amine basicity.
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Previous studies on Mannich condensations of 3 were done in aqueous

solution. Based on the ,.upposition that demethylolation might be

favored by a gondc ionizing solvent, we attempted to run the reaction

74 in a poor ionizing solvent, a mixture of methylene chloride and ace-

tone (10:1, v:v). In this solvent even with a two-fold excess of

4il isopropyl or isobutylamine, only the mono product could be isolated.

-~i The much less basic amine, aniline, also yielded only the mono adduct.

The use of methanol as solvent, conducting the reaction at low pH

under aqueous conditions and increasing both reaction temperature and

time failed to yield the bis adduct.

8aseu on these results we decided to explore another approach to the

sy chesis of the bis adduct, namely via a nucleophilic substitution

process as shown in Schene 3,

Scheme 3

NO2 H
HOCH2 -C-LH2OH- Y-U12 -C-cH2 -Y ' FR*HCH 2 -C-OH 2NHR

NO2  NO2 NO2

Y C'_ Br, OTos or OS0 2 CF3

Reaction of 3 with thionyl bromide or phosphorus tribromide in pyri-

dine failed to yield the dihalide. The ditriflate was prepared by

reaction of 3 with trifluorosulfonic anhydride in pyridine. Since

this is a difficult and expensive cr=pound to prepare, it was decided

to comduct some prelJiinary studies on the triflate of

2,2-dinitropropanol as a model system. The requisite triflate has

Deen prepared but zeaction of the triflate with amines rains to be

Investigated.
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III. Experimental Section

General Oata

Melting points were measured on a Thomas-Hoover capillary tube apparatus

and are ,.ri-csrrected. IR spectra were taken on a Perkin-Elmer 1427 ratio

recording spectrometer. 1H and 13C NMR were taken on an IBM NR-80

spectrometer. Chemical shifts are reported in 6 values relative to tetra-

methylsilane as internal standard. Elemental analyses were done at

Micru-Tech Laboratories, Inc., Skokie, IL.

2,2-Dinitropropanol, I

To a continuously stirred mixture of 95.4 g (0.90 mol) of sodiun carbonate

and sodium nitrite (103.4 g, 1.31 mol) in 450 mL of water at 150C was

added 71.4 g (0.30 mol) of sodium persulfate followed by 11.7 g (0.060

mol) of potassium ferricyanide and, after a few minutes, 22.4 9 (0.30 mol)

of nitroethane. An exotherm occurred irn about 10 minutes, but the reaction

temperature was kept "..elow 300C. After a total of 45 minutes, formalin

(37%, 24 g, 0.30 mol) was added followed immvediately by sufficient cold

40% phosphoric acid to neutralize the mixture ta pH 6-7. The mixture was

extracted with ether (3 x 150 mL). The combined ether layers were washed

with brine, dried over MgSO4 and the ether roto-evaparated. The residue

was vacuum distilled (Kugelrohr) to yield 16.6 g (37%) of translucent

solid, bp 1109C• 0.15 mm (lit1 bp 100-1100C, 0.1 nmm).

2,2-Dlnitro-l,3-proanediol, 3

To a continuously stirred solution of 95.4 g (0.90 mo!) of sodium car-

bonate ih 450 mL of water at 150C was added successively 103.5 g (1.5 mol)

49
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of sodium nitrite, 71.4 g (0.30 tool) of sodium persulfate, 19.7 g (0.060
tol) of potassium ferricyanide and 18.3 g (0.30 mol) of nitromethane. The J

ice-bath was removed and stirring continued for 30 minutes before formalin

(37%t, 72 g, 0.90 mol) was added followed by immediate neutralization to pH

6-7 with cold 40% phosphoric acid. The mixture was extracted with ether

(3 x 300 mL) and the combined extracts washed with brine (2 x 200 mL).

After drying over MgS0 4 , evaporation of the solvent left an oil that

crystallized upon refrigeration. Recrystallization of the crude material

from ethylene dichloride gave 12.9 g (26%) of white needles, mp 137-1410C

(lit1 mp 140-1420C).

General Procedure for the Condensation of 2.2-Dinitropropanol, lwith Amines

To a magnetically stirred solution of 1 in the appropriate solvent was

added an equimolar amount of amine in the same solvent over 5 minutes.

The mixture was stirred 1-2 hours at room temperature and worked up by

roto-evaporating the solvent to leave a crude residue that was

recryatallized or dissolved in anhydrous ethyl ether and converted to the

hydrochloride with HCI(g).

2,2,0imethy 15,5.5-dinitro-3-azahexane, 4.

From 3.0 g (0.020 mol) of I in 50 mL of methylene chloride sid 1.46 g

(0.020 mol) of t-butylamine in 15 ,L methylene chloride was isolated an

orenge oil from which 1.5 g (31%) of recrystallized (ether/methanol)

hydrochloride, mp 1446C dec, was obtained; LH NWR (acetone-0 6 ) 6 1.40 (s,

9N), 2.45 (S, jH)q 4.118 (St 2NO, 9.5 (bst 2H).

Anal. Cale. for C7N16CIN3Q4, C, 34.79; H, 6.67; N, 17.39; Cl, 14.67.

4ound. Co 34.75, No 6.60, NO 07.549 Cl, 14.34.
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2,2-Dimethyl-5,5-dinitro-3-aza-l-hexanol. 5.

From 3.0 g (0.020 mol) of 1 in 50 mL. methylene chloride and 1.78 g (0.020

mol) of 2-amino-2-methyl-l-propanol in 15 mL methylene chloride was

obtained 4.3 g (83%) of crude hydrochloride. Recrystallization from

methanol/ether gave white needles, mp 1360C dec.

Anal. Calcd for C7HI6C1N305 : C, 32.63; H, 6.26; N, 16.31; Cl, 13.76.

Founds C, 35.30; H, 5.86; N, 15.54; Cl, 12.81.

2-Hydroxymethyl-2-methyl-5 .5-dinitro-3-aza-l-hexanol. 6.

From 7.5 g (0.050 mol) of 1 in 40 mL methanol and 5.25 g (0.050 mol) of

2-amino-2-methyl-l,3-propanediol in 40 mL of methanol after reluxing for 4

"hours was obtained 5.75 g (42%) of recrystallized (ethyl ether) white

plates, mp 91-920C, 1H NR (acetone-0 6 ) 6 0.93 (s, 3H), 2.21 (s, 3H), 3.45

(s, 4H), 3.72 (s, 2H), 3.5 (bs, 3H).

Anal. Calcd for C7H15C1N306 : C, 35.44; H, 6.37; No 17.71.

Founds C, 35.47; HO 6.41; N, 17.70.

2,2-bis(Hydroxymethyl)-5,5-dinitro-3-aza-l-hexanol, 7.

To a stirred solution of 3.00 g (0.020 mol) of 1 in 30 m. water was added

2.42 g of tris(hydroxymethyl)methylamine all at once. The resulting solu-

tion was stirred 1.5 h and the water removed at 306C (rotary evaporation).

The yellow viscous oil that remained was refrigerated one day and upon

scratching yielded 5.38 g (106%) of yellow solid, mpp 56-610C. Repeated

attempts to purify portions of this materiau by recrystallization have

yielded a small amount of pale yellow crystals, mp 129-1310C.

Anal. Caecd. for C7H1sN307" C, 33.20; H, 5.97; N, 16.59.

VFOWi'Ki C, 33.94; H, 6.02; N, 16.32
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General Procedure for Nitration of Mannich Adducts.

CAUTION: These nitrated materials are potentially explosive and must be

handled with great care utilizing appropriate procedures. To a mixture of

the Mannich adduct and methylene chloride at 0-5 0C was added dropwise 4 mL

of colorless 90% fLining nitric acid per gram of adduct. Next 4 mL of 30%

fuming sulfuric acid per gram of adduct was added dropwise maintaining the

reaction temperature at 0-51C. After stirring an additional 0.5 h the ice

bath was removed and stirring continued for 3 h. The mixture was poured

with stirring into ice, the organic layer separated and the aqueous phase

extracted with methylene chloride (3 x 50 mQ). The combined extracts were

washed twice with 10% aq. sodium bicarbonate, once with brine and dried

over MgSO4 . The solvent was rotary evaporated to leave the crude nitrate.

Nitration of 4. From 1.29 g of the hydrochloride of 4 was obtained 0.16 g

C13%) of recrystallized (acetone) product, mp 119C dec. 'H NMR,

(acetone-D6 ). 6 1.69 Cs, 9H), 1.85 Cs, 3H), 4.77 Cs, 2H).

Anal. Calcd for C7H14N4 05 (the N-nitroso derivative): C, 35.90; H, 6.03;

N, 23.92. Found: C, 35.95; H, 6.11; N, 23.88.

Nitration of 5. Nitration of 1.29 g of the hydrochloride of 5 yielded a

pale yellow oil, (0.5 g, 32%) that was passed through a 13 cm silica gel

column using methylene chloride as eluent. The oil isolated upon evapora-

tion of the solvent was still impure by '14 NtR studies. Further purifica-

tion has not been attempted.
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Nitration of 6. From 1.19 g of 6 was obtained 1.3 g (64%) of a yellow

semisolid that was recrystallized from ether to yield white needles, mp

77-78°C. 'H N1R, (acetone-D6 ), 6 1.69 (s, 3H), 2.31 (s, 3H), 5.18 (AB

system, JAB 0.24 6, 4H), 5.23 (s, 2H).

Anal. Calcd. for C7H12 012 N6 : C, 22.59; H, 3.25; N, 22.58.

Found: C, 2.62; H, 3.23; N, 21.84.

Nitration of 7. From 1.52 g (0.0060 mol) of crude 7 was obtained 1.86 g

(72%) of a pale yellow liquid. Repeated attempts to crystallize this

material have failed. Spectroscopic studies are yet to be done.

Condensation Reactions of 2 , 2-Dinitro-l *3-proanediol, 3.

Repeated attempts to condense 3 with amines resulted in the formation of

the demethylolated monoadduct, The reaction was carried out in water and

in Oi2Cl 2 /acetone. Isobutylamine, isopropylamine, and aniline were con-

densed. In all cases where a solid product was isolated, 'H NWR indicated

the presence of the monoadduct based on the 'H NtR triplet at 7.1 ppm.

No further purification or characterization of these products has been

carried out to date.

2, 2-Dinitro-l-propanol Triflate.

To a stirred solution of 1.68 g of trifluoromethanesulfonic anhydride In

"50 mL of methylene chloride at 0-30C was added drowise under nitrogen a

solution of 3.0 g (0.020 mol) of I and 1.50 wL of pyridine in 30 mL of

methylene chloride. The mixture was stirred overnight after warming to

room temperature. The mixture was filtered through silica gel and the

solvent evaporated. Vacuum distillation yielded 4.2 g (74%) of a

colorless oil. bp 56-65C, 0.31-0.5 am. 1H NMR (CDCi 3 ) 6 2.38 (s, 3H), 5.21

(s, 2H).
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_22-Dinitro-, 13-Propanediol Ditriflate.

To a stirred mixture of 1.66 g (0.010 mol) of 3 and 2.3 mL of pyridine in

50 mL of dry methylene chloride at 150C kknder nitrogen, was added dropwise

a solution of (0.030 mol) of 'rifluoromethanesulfonic anhydride in 20 mL

of methylene chloride keeping the temperature below 200C. he mixture

was stirred 4 h and then filtered through a silica gel column. Roto eva-

poration of the solvent left yellowish crystals from which 1.54 g (36%) of

1& white needles, mp 52-540C were obtained by recrystallization. H NMR

(CDC1 3 ) 6 5.52 (s).
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MBE GROWN AI-Cu FILM

P. Kornreich

ABSTRACI

An MBE machine at RADC-Griffiss A.F.B.s Rome, NY was to be used

in the study c' ,lCu alloy films for application as leads in

VHSIC's. HNoever, as of the date of this final report, the MBE

machine is still not complete. The substrate holder, whiCh was to

•perform many functions in this machine is awaiting construction.

The fact that the MBE machine is actually a modified Auger apparatus

requires a complicated substrate holding mechanism. However, we did

fabricate AICu alloy films on Si substrates in the Syracuse

University Micro Electronics Laboratory. These films were

fabricated in a vacuum system with a residual atmosphere of 20% HA

and 60% M4-. This greatly reduces ouygen contamination in the film.

Oxygen is the ma&or offenoing impurity in these films. The films

are currently waiting for analysis at RADC.
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The puroose of this task was to complete the construction of

tthe MBF macr.nne at RADC (RBREt and to use it to grow ultra pure AdCu

alloy films for study as leads in VHSIC's. It should be possible

to qrow very pure AlCu alloy films in the ultra high vacuum of about

10'" to 10 ,• torr that exists in the MBE machine.

To this end we first attempted to Complete the construction of

the MBE machine at RADC. The fabrication of the source holder of

the MBF machine was finally completed in the RADC machine shop. We

installed the source holder and found that it leaked. We sprayed He

gas with a small diameter hose at various locations of the source

holder. We used the quadrupole mass spectrometer, in the machine,

to detect the He entering through leaks. This allowed us to locate

the positions of the leaks. The source holder was disassembled and

ruwelded.

After the source holder was again installed in the MBE machine

a single very small leak was detected. This leak could only be

detected when the system was pumped out to a vacuum of about 10-O

Tort. The source holder was again disassembleds rewelded, insta~led

in the MBE machine and vacuum tested. This time it worked

correctly. The liquid nitrogen deposition shield was installed in

the MBE machine. It was leak tested with both liquid nitrogen in

its tank and with an eapty tank ano no loaks were detected.

Fused Quart: Source material containers, that fit in to the

source holder, wero fabricated by the glass blower in the College

of Environmental Science and Forestry at Syracuse 11niversity.

A pneumatic source holder shutter actuating mechanism was

designed. and fabricated in the RADC machine Shop. It was tested

and found to function correctly. The source holder with its

42-4
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pneumatiC shutter actuating mechanism and the evaporazation shield

are currently installed in the MBE macmine.

During the time when the above components were being fabricated

we designed a substrate holding mechanism. The suostrate holding

mechanism has to perform several tasks. It has to function within

the constrains of the present system. The mechanism has to hold six

substrates. One has to be able to heat each substrate individually

to about 00 C. The substrates are loaded unto the substrate holder

from an existing load lock. The load lock is located at the

opposite side from the deposition source holder in the main vacuum

chamber. Thus, one has to be able to rotate the source holder 180.

The substrates are loaded unto the source holder through the load

lock. The substrate holder is then rotated 180 in order for the

substrates to face the deposition sources. However, this is not the

only task that the cource holder mechanism has to perfopm.

An Auger analysis apparatus and sputtering gun are locateo at

90 with respect to both the sources and the load 1ocU in the main

vacuum chamber. The substrates have to be tlted about 30 degrees

with respect to the vertical axis of the vacuum system when they

face the auger apparatus. Thus, the substrate holder mechanism has

to be able to rotate the substrates 90, 160 and tilt the Substrate%

at an angle of 30 about a horiZontal axis in the 90 degrees

position only. An elliptical grooved cam is used for providing the

Corr*Ct allignmfet of the substrates ir each position, Material for

this Substrata holder has been on Order for some time. it is

expected that the material for the substrate holder will arrive

shortly.

While the ewCeeding long process of fabricating of the MSE

machine is in progress we deposited AlCu alloy filas in the Syracuse

Microelectronics Laboratory. Here we have to use a vacuum system
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that can only be pumped out to about 10 - Torr. However, we flush

the vacuum system three times with a combination of 20% H.. and 80e%

Ni. gas. Thus, the residual.gas in the system contains 20% H- and

80,. N,. The hydrogen tends to reduce the oxygen in the system.

This method tenas to greatly reduce the oxygen content in the AICu

films. Oxygen is the main offending contaminant in the films. We

have used this process in the past in AlCu alloy films. Auger

analysis has showns at that time, that AlCu films prepared by this

process are virtually oxygen free.

We also used this method recently to fabricate high purety Al

and Cu films. We are currently using these films to calibrate the

Auger micro probe at RADC. There are two parts to this calibration.

We use the Al and Cu films to calibrate the Auger peak heights for

quantative analysis of the CuAl alloy films. We also calibrate

sputtering rate of the sputtering gun of Auger micro probe with

these films. However, for the calibration of the sputtering gun the

film thickness must be known. We measured the film thickness with

an interferomeWer at RADC. We also maosured the film thickness with

a auartz crystal deposition monitor. Indeed, we had to claibrate

the depoSition monitor for Cu, Al, and AICu alloy films by

fabricating films and measuring the film thiCkness with the

interferometer. We also have a 'formula" which allow*s s to predict

the film thickness from the atount of material that iS loaded on the

thermal evaporatiOn filaant. Of Course, all the material has to be

evapofated in Zrder for the "formula' to hvild. I" 4ur metal

depositionS, in0ded, most of th@ eaterial is evaporated. We found

* that the film thickness predicttd by our -for^UIa* and the ones

obtaiftd from interferometer measureoents are in good agreement.

IWV have recently fibricatea AICu alloy films with 42 Cu by

volume ovs SU Substra*ta. We have patterned some of theso films into
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10mm wide lines. The films are currently awaiting Auger composi-

tional analysis, cross sectional SEM analysis, and electromigration

tests at RADC.
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t Activities

ACcording to the approved Project proposal, the following

Time-Table was used to implement the activities of the Project on

a timely manner. The Time-Table is verified with progress

reported in the Comment column.

Period Jan.-May 1987

Activities Key Personnel Comments

-Securing secretarial support PI* Done (Wanda Morris)

-Securing computer equipment PI Done (IBM AT system
computing time, and office secured, supplies
supply acquired)

-Securing Research Trainee #1 PI Antonio Ransom was
selected and trained

-Attending NTA Conference PI&RTl* Student paper
presentation on the
integrated networks

-Preparing system specification PI Done (Attached to
for Preliminary Design this report)

-Preliminary Design Review PI Scheduled with John
and Visiting RADC/DCLD, Griffiss Salerno at RADC on
AFB, NY June 4, 1987

-Product Specification and Flow P1 Included in the
Preliminary Design
Report

-preparing first period report PI Done

*P! Principali nvestigator
* RTl - Research Trainee #1
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Period June-August 1987

-Preliminary Design Review at P1 June 4
RADC with Focus Point traffic record

format obtained

-IN software design defined, PI June 5
Algorithms developed, coding
started

-Securing research trainee #2 P1 Yvette Cherry was
selected, trained
,a C menu program
written

-Attending Communications Network PI June 30 - July 2
Management Workshop, The CASE
Center, Syracuse, New York

-Presenting the Priority Handling PI August 19 - 20
Algorithms at the RADC's Voice/ Paper presented,
Data Integrator Design Program Discussion on the
Kickoff Meeting with CMC VDI design issues
Electronics, Eatontown, N.J. participated

-Traffic Simulator Software PI Received, August 31
received from RADC, software bugs Debugging started
"found (It failed to run on PC.)

-Data Structure (record format) PI August 31, this
on the traffic files generated change resulted in
"from Traffic Simulator changed the start of major

revision of the
integrated node
simulation software

Period September -, December, 1987

-Paper on Priority Handling PI September 14
Algorithms submitted to
Focus Point at RADC

-Debugging on Traffic Simulator PI November 8
is completed

-Attending RADC's VDI) program PI November 9-10
meeting at RADC, NY

-Integrated Node simulation PI Until Dec. 15, 1987
coding, debugging & testing

Yin -Preparing Final Report PI December 15, 1987
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sciQL2 Evaluations

(a) Equipment Procurement

The procurement of office supply of binders, printer ribbon,

printer paper were made. A computer workstation is secured to

include:

IBM AT with -640K RAM and 384K LIM/EMS

-1.2 K floppy and 720K 3.5 in. floppy drives

-20 MB harddisk

-IBM Proprinter

-MS bus mouse

-1200 Baud modem

-Quadram+ EGA card and Multisync monitor,

Computer Desk and chair,

Televideo 970 terminal linked to VAX 11/785 running VMS.

A research account is established. This facility shall be

used to import data from the traffic tapes from RADC/DCLD

Laboratory and then download to the DOS files to be used on the

AT.

A similarly equipped AT workstation in the Computer Science

Laboratory at the University is reserved for the Student Research

Trainee.

The secured equipment mentioned above seems to satisfy the

current need well.
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(b) Personnel

Mi) Secretarial Assistance: Miss Wanda Morris from the Depart-

ment of Mathematics and Computer Science at the University is

secured for office assistance. Mrs. Jacqueline Clark substituted

for Miss Morris soon after Miss Morris left in September.

(ii) Student Research Trainee #1: Mr. Antonio Ransom was

selected from the 1987 senior class for his general knowledge in

two fields: Electronic Technology and Computer Science. Mr. Ran-

som (personal vitae attached) worked during the period from Feb

1, 1987 to May 9, 1987. The Principal Investigator has given

weekly lectures to Mr. Ransom on the topics included in this

Project. Based on the tutored research topic, Mr. Ransom par-

ticipated in the Student Presentation Competition of the 4th Na-

tional Technical Association Student Symposium cosponsored by

NASA from April 9-11, 1987. Mr. Ransom won the First place honor

by presenting the topic of *Integrated Switching Networks" under

the supervision of the Principal Investigator. Mr. Ransom was

soon employed by AT&T of the research and development division in

Chicago, following his graduation in May, 1987.

The effectiveness of this Project in training a student to

develop research foundation and interest in the area interest to

MAOSS is evaluated as "very satisfactory*.

(iii) Student Research Trainee #2: A new student was selected to

work for the Summer period from May 18 to July 31 1987. Miss

Yvette Cherry, a Computer Science major (personal vitae attached)
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was selected based on her programming skillfulness. She was in-

structed to learn C language and usc the Microsoft C compiler.

Weekly lectures on this research Project were also scheduled.

Her responsibility was to learn as much as possible about the in-

tegrated networks and learn C language. Her specific assignment

was to write the menus to be used in the simulation software.

(iv) Principal Investigator

The Administration duties: The Principal Investigator ac-

quired necessary personnels and equipment as outlined in this

project contract. The financial accountability was maintained

through periodic examination of this project account at Grants

Accounting Division of the Norfolk State University. The Student

Research Trainees wer taught by the Principal Investigator on

the Integrated Networu from simple basics. The responsibilities

and working schedule6 for Student Research Trainees were defined.

Their work was supervise%!. The working hours were recorded.

Research Aonsibilities: The Principal Investigator had a

close worling relation with the Focus Point on the research work

that is of current interest to RADC. In addition, the Principal

Investigat,"r atteVidEd the VDI meetings and Network Management

workshop as well as being consulted. The Principal Investigator

al-so helped to debug the PC version of the Traffic Generator.
.1hus successfully helped to port the Traffic Generator from a

PDP-11/44 running VCNIX to a PC running PC-DOS

The Principal Investigator felt that he has underestimated

the completion time of the traffic generator that his IN
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software depended on. Furthermore, the IN software development

went through a major revision after it was found that the record

format of the traffic file generated from the Traffic Generator

has been changed in late August. The IN software as it stands

now still contains some software bugs. The trial runs on the al-

gorithms are meaningless due to short simulation runs that have

been conducted so far. The Principal Investigator felt that the

fully working IN software should come along shortly in the fu-

ture. The Principal Investigator has every intention to see that

it is done so and results reported to the Focus Point.

The Priority Handling Algorithms that the Principal Inves-

tigator developed are quite promising that they may find im-

mediate application in the VDI Design Program of RADC.
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S3etion Research Results

Preparation

Through the phone conversation with the Project Focus Point

at Rome Air Development Center, there was no new acquirement of

any network simulation software in the Wide Area Network

Laboratory. Thus the Principal Investigator decided to construct

an entire simulation software to conduct priority handling algo-

rithm experiment from scratch.

Due to the delay in the University's acquisition of a new

"computer. An immediate decision was made to start preparation

work using an IBM AT.

Student Research Trainees were made to learn the C language

, the MS-DOS on the AT and the use of the Microsoft C Compiler.

The AT environment is not suitable for running large simulation

programs, but the source code written in C shall be easily port-

able to new machine. Thus the AT and DOS are mainly used for

development even though the environment is not as good as UNIX

running on a minicomputer.

Work Conducted

1. Preliminary Design Report

The Principal Investigator has prepared a Preliminary

Design Report in which he outlined the procedures and specifica-

tions to the simulation software. The Report was presented to

the Focus Point at RADC, Griffiss AFB, NY. The details of the

design was discussed and revised. (Please see Appendix B.)
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2. Developing Priority Handling Algorithms

The Principal Investigator has outlined 3 experiments to be

conducted on the simulation software after its completion. The

experiments are testing the performance of the following priority

handling algorithms:

- Dynamically adjusting the minimal data packet boundary

such that the bandwidth allocation for voice and data is propor-

tional to the "recent" statistics. The adjustment to decrease

the voice bandwidth is made *gracefully" to occur only at the

completion of some low priority call.

- Similar to item 1 mentioned above, but more drastically

terminating lowest priority call without waiting for its comple-

tion.

- Data packets are stored in multilevel feedback queues with

various "promotion* strategies.

Eventually the algorithms were evolved into the paper which

was submitted to RADC. (Please see Appendix C.) The Priority

Handling Algorithms developed include four bandwidth allocation

4•. methods, and four data queue promotion strategies in queuing and

forming SENET frames.

3. VDI Design Program Consultation

The Voice/Data Integrator Design Program initiated by the

RADC involves the implementation of Priority Handling Algorithms.

Hence the Principal Investigator was invited to attend two meet-

ings that RADC had scheduled with the program contractor: CKC
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Electronics. The Principal Investigator was involved in the dis-

cussion of technical design sessions in both meetings. The Prin-

cipal Investigator has a continuing interest in further involve-

ment with the VDI Design Program.

4. The Integrated Node (IN) Simulation Software

The Integrated Node (IN) simulation software that we con-

structed was to use the traffic file generated by the Traffic

Generator software developed at RADC. The record format in the

generated traffic file was first designed such that each record

be a data packet or a voice call. (Please see Appendix F.) Later

it was changed such that each record is a data message with

specified number of packets and remainder or a voice call. Thus

our software must also be revised to accept and process records

of the new format starting at the end of August, 1987. Our IN

software was compiled, yet was not debugged, nor tested until

November 8, 1987 when the PC version of the Traffic Generator was

finally debugged by the Principal Investigator.

Some trial runs have been conducted on the IN software. It

seemed that the IN software processed certain type of traffic

files well for a short simulation run-time. Bugs occurred when

simulation period was set long (beyond 100,000 msec). One major

concern has been the queuing of data transaction records, since

the IN software was written to run under PC-DOS (V3.2) which can

only addrtess 640K bytes (.other than RON) of user's memory

space. This number is further lessened by system memory use,

and IN software code use. 25-byte buffers are used for each
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transaction. This 'may cause some problem to the few data seg-

ments, limited to 64K each, when a large amount of transactions

are to be queued.

The VAX8350* with its C compiler has arrived at Norfolk

State University but yet to be installed as of December 15; 1987.

It is the intention of the Principal Investigator that the IN

software shall be ported to the VAX 8350 for continuing testing

of the Priority Handling Algorithms. The statistics data are to

be gathered, analyzed and reported in the future. The results

shall be included in a paper to be prepared for publication in

the future.

The source code listing is in Appendix D. The enclosed IBM

formatted diskette contains the source code: IN.C, object code:

IN.OBJ and executable code: IN.EXE. The softawre was developed

on an IBM AT* running PC-DOS 3.20 and Microsoft C Compiler V4.0O.

* VAX8350 is a trademark of the Digital Equipment Cori.

* iBM AT is a trademark of the IBM Corp.

43-12



Scion 4 Future Research Plans

The performances of the various priority handling algorithms

have yet to be determined. After the IN software is debugged,

various testing of the algorithms will be performed. Data then

will be analyzed and published.

The next step shall be the implementation of the algorithms

in the VDI Design Program if RADC should find, it desirable.

Finally, the IN simulation plus the Traffic Generator can be ex-

panded to include routing algorithms thus fully simulates an ac-

tual integrated node. These fully simulated nodes can then be

used to simulate a network to study the interaction of integrated

network nodes and network performance.
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Appendices can be obtained from

Universal Energy Systems, Inc.
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A Neural Network Simulation Generator,

Simulation of Learned Serial Behavior,

and a Neural Explanation of Emeroent Communication

by

David Lawson

Abstrart

This monograph has three distinct parts. First, is the development of

Brain.Stetson, a laboratory tool which is able to generate neural network

simulations. The second part is a series of experiments designed to reveal

the neural architecture involved in learned serial behavior. The third is a

discussion of insect behovior, and a proposed explanation of the

emergence of communication.

Brain.Stetson Is an automated program generator which can be used to

build a neural network simulation. Its use will result in a substantial

reduction in the labor Involved in the creation of network simulations.

We use Brain.Stetson In a series of experiments. Each experiment

consists of a neural network which Is an extension of the network used In

the prior experiment. The purpose of the series of experiments is to

discover the neural principles and ,ieural mechanisms involved in learned

serial behavior. Running a maze Is one example of learned serial behavior,

We are guided by an attempt to emulate insect behavior, much of

which depends on the ability of the insect to learn a serles or sequence of

actions based on a sequence of inputs. The nature of learned serial

behavior is therefore of interest to us.
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We also found that by combining a suggestion by Karl Yon Frisch with

a neural architecture proposed by Stephen 6rossberg that we have

discovered a neural explanation of emergent communication. The

explanation proposes that an accidental use of the neural machinery used

to control flight can result in the transfer of neural patterns from one

insect to another.
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Background

Stephen 6rossberg has developed a collection of differential

equations which we shall refer to as the field equations of the mind. They

are generic equations which describe the rate of change of the synaptic

strength of a synapse, and the rate of change of the internal voltage of a

cell. The assumption is made that the brain can be modeled by a collection

of slabs of neurons. A slab could be the retina, the Lateral 6eniculote

Nuclei (LUN), or the visual cortex. A slab could be some other structure.

The cortex is six separate layers, and a model of the cortex could consist

of six slabs. A slab for Grossberg is a collection of neurons with a

specific function.

figure I.

A model as a collection of slabs. Each slab is a collection of neurons.

We will give you a brief explanation of why Grossberg has singled out

the rate of change In internal voltage, and the rate of change of synoptic

strength.

A slab is active when Its neurons ore firing. Normally neurons will

not all fire at once. Pattern registration On a slab (the pattern on a slab)

does refer to those neurons which are firing at c specific time. But, it is

probably more accurate to soy that pattern registration refers to the

frequency that each neuron on a slab is firing at a specific time. The rate

at which a neuron is firing can be derived from the rate at which the
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internal voltage of the neuron is changing. Thus, the acivity of a slab and

of the entire brain can be characterized if one can characterize the rate of

V •change of the internal voltage of each neuron.

figure 2. Two neurons.

figure 3. The generic equation for the rate of change of internal voltage.

It has long been conjectured that the rate of release of

neurotransmitters will change due to activity of the synaptic knob.

Experiments by Eric Kandel and others have verified at this is so. Thus, it

can be shown that a pattern of activity which is repeated across a slab

will cause the synaptic strength at the site of activity to increase and

allow the pattern of activity to be recovered. In other words, long term

memory (LTM) seems to be closely related to synaptic strength. Thus, the

rate of change of synaptic strength is related to the rate of learning ang

forgetting.

figure 4. 6rossberg's generic equation for the rate of change of synaptic

strength.

Of course the assumption is made that to discover the nature of

thought it will be necessary to discover basic principles that govern the
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activity of the brain. Neural modelers tend to believe that this means they

must discover structural principles. One such example is the ubiquitous

On-center, Off-surround (OCOS) archtitecture which can be used for edge

detection. OCOS can also be used for gain control. There is also a question

of stability. A neural network is a dynamical system, and as such can

becorre hyperactive, inactive, have one or more attractors, etc.

Grossberg has developed a sophisticated structural theory of pattern

registration, pattern recognition, and more, in which groups of neurons

refered to as slabs have special processing features. Grossberg's theory

of adaptive resonance refers to the manner in which the slabs interact

with each other.

Brain.Stetson is a tool for the neural modeler. It builds simulations

that he can use to test his hypotheses. A neural modeler deals then with

connections (the structure of the neural network), and with variables

associated with the networks connections and nodes. The variables change

over time. The simulations we build have variables of this sort. How they

change depends on how the modeler wants them to change. He is able to

supply subroutines that will determine how they change. We use variables

that we have derived from C-rossberg's investigations, and we use

subroutines which reflect his differential equations. A modeler can,

however, interpret the variables in angway he wishes (they are just

storage locations). He can include routines to implement his own

theoretical considerations, and he can define and alter the variables as he

wishes.
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Part 1. The Neural Network Simulation Generator.

Introduction

The simulation generator, which we refer to as Brain.Stetson, is a

general purpose network simulation generator. The experimenter

describes the network he wishes to build. He then adds Pascal routines to

an internal library which will change the state variables in his network in

the manner he wishes for them to change. Brain.Stetson will then generate

a program which can be run to simulate network operation.

Once a network has been built it is very easy to experiment with it.

One can easily alter or add update routines (routine which change the

internal vaiiables of the network). At the same time the modular nature

of Brain.Stetson keeps the experimenter from tinkering unnecessarily with

his simulation. The initial simulation will remain and can easily be

recovered if the experimenter so desires,

We now describe the steps one must take to use Brain.Stetson. Each

section to follow will describe a separate step.

Section 1.1. the simulation generator

We have built a simulation generation machine, which we call
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-"in.Stetson. The purpose is first: the creation of a neural network, built

to specifications presented by a neural modeler, and second: a program

capable of running the network created. The machine runs on a VAX

11/750, and uses VAX Pascal, and the DEC Command Language (VAX DCL).

The generation machine describes a network. The network consists of

slabs of nodes. Each node is thought of as a neuron. All features of the

model can be defined by the modeler.

The modeler defines:

1. the connections of the nodes.

2. the update routines.

The update routines determine the transition rules, the state change

of a node from time t to time t÷ l.

Each node of the model has a list of internal variables. These

variables are the standard features of the abstract neuron, the synaptic

strength, a synaptic decay rate, and the internal voltage of a neuron, and

its decay rate. Each neuron can be connected to several other neurons.

Each connection (each synaptic knob) has a flog indicating whether the

synapse Is inhibitory or excitatory.

These internal variables are the variables subject to update. In

reality these variables can be Ignored and others can be substituted or

added. This is possible because it is the update routines that determine

the transition rules, and thus the update routines determine whether or

not an internal variable is actuaily used in the model. The routines are

written by the user, and are thus under his control.

J 45-12
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The simulation machine has been built and refined over the post two

years by a team of programmers under the direction of David Lawson. Ail

of the programmers are students at Stetson University. Melissa Titshaw

and Barry Pekin are responsible for the initial design of the machine. Roy

Hale is responsible for tae successful implementation of the machine.

Brad Williams is reponsible for the Subroutine Library Facility, the

feature which allows modelers to define transition rules of their own

design.

Section 1.2. software installation

If you have a VAX you can use Brain.Stetson as a neural modeling tool.

Your first step is to load the software into your account. Having done this

you must then go through the installation procedure we describe below.

To install the Brain.Stetson software it is necessary to define

pchkyhvs to various directories, and then compile and link the routines

which contain tiiose pathways. This is necessary because Brain.Stetson

uses the VAX tree structured pathways of whicO the username is an

integral part. In otherwors, the user must place the pathway to his

directory in the appropriate places tn the Brain.Stetson software.

figure 1. 1

The installation procedure
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Section 1.3. details of machine operation:

the first step - creation of the file nwm.txt, a brain

specification.

The modeler must first create a text file. This file is used by the

brain builder to define the number of nodes in the model, and their

connections.

The complete list of the contents of the text file are as follows:

figure 1.2

the contents of a ----.txt file

figure 1.3

an example of a ----.txt file.

figure 1.4

a second example of a ----.txt file

Steps to creation of a -.--. txt file.

To create a text file you must follow these simple steps:
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First: Log on to your account.

A Second: Type GO (and hit the RETURN key)

The RESULT -- >

figure 1.5

Third: enter the number I (and hit the RETURN key).

The RESULT --- >

figure 1.6

Fourth: type in a name (example: Barry) (and hit RETURN) We will use

Barry in the rest of our instructions as a generic file name. Where ever

Barry appears just substitute the name you typed here.

The RESULT ---- > you return to the earlier menu. Enter the number 4 (to

quit) and hit RETURN.

The RESULT ----- > The file Barry.txt has been created. You can now edit

it and enter the proper values for the connections, for the forgetting

factors, synaptic strengths, etc.

to do this:

Ejf.a: type GOTEXT and hit the RETURN key (we will not mention the

RETURN key again. We assume everyone iz aware of its use). GOTEXT will

place you in the proper subdirectory (the subdirectory which holds the

----.txt file that was created).

§J•jt: type set term/wi dth= 132

Seventh: type EDIT Barry.txt

£ I: use the VAX editor of your choice to enter the proper values.
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Section 1.4. details of machine operation:

the second step: creation of the name.ups file and the library

routines.

Each slab has an associated set of update routines. A slab is meant to

be a two dimensional array. As an example, a brain could consist of a

retina, an LGN, a visual cortex, and a motor cortex, and each could be a

slab. The neurons in each could be subject to different update rules. The

retina could take its input from a file, and thus input to a neuron, and the

resulting question of whether or not it fired would depend upon the

contents of the file. The LGN would take its input from the retina, and

feedback from the visual cortex, and have a standard update definition.

The visual cortex could also have a standard update routine. The motor

cortex could result in motion of the brain, and the retina could then view a

different potion of the world. This would require a resulting difference in

the file which contains what the retina is looking at. The update routine

for the motor slab would have to change the Input file.

Standards associated with update routines:

1. they are written in Pascal.

2. each routine is placed in the --... Library, and has the name

•mme.llb.

To view an ---. ups file type GOTEXT. The ---.ups files are in the same
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subdirectory as the ---.txt files.

Standards associated with the Ups file.

1. Each slab has its own update routine for voltage update,

history update, synaptic update, and voltage reset.

The point: Each slab Is a functional unit with its own set of

update routines. If you feel part of the model should have a different

update routine then you must make it a unique slab.

The voltage update is the name of a subroutine that will change the

internal voltage of a neuron on the slab in question. The synaptic update is

a routine that will change the synaptic strengths of synapses from neurons

on the slab. The history update updates an array, a 1 if the neuron fired at

time t and a 0 if it didn't. The reset routine will reset a neuron to

whatever is specified once it has fired. This is the intent. The modeler

can actually do as he wishes.

2. The names of the routines must be listed in a special order.

First, list the voltage update routine for each slab. Next, the

history update for each routine must be listed. Third, list the

synoptic update for each slab, and finally the reset update

routines for each slab.

Below is a sample ---.ups file.

figure 1.7

An ---.ups file for a model with two slabs.
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To view an update routine type 60LIB. The update routines must all

be in the subdirectory in which you find yourself. This is the directory

User$disk:[UDD.Neural l.progs.modeltexts] on our system. Each update

routine mult end in a .16 suffix.

. figure 1.5

A standard update procedure written to implement Grossberg's genreic

equation for dV/dt.

Section 1.5. details of machine operation:

the third step - running the model.

To run a model requires the following sequence of commands:

2 1 type 60.

eg. Sgo

The RESULT -- > the menu below will appear.

figure 1.9

The Main Menu

5tep 2 Select an option. You will want to select option 2 (eg. type 2),

because you have just created a ---.txt file and a ---. ups file. (These

must be created before option 2 con be run succesfully). If you have

already selected option 2, then you con select either option 2 or 3. It you
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select option 2 then a new brain ( a new model) will be created. If you

select option 3 then the brain you have already created will be run again.

If a model is 'run again' it means it will continue to develop. His synaptic

strengths will continue to change, his voltages, etc., and they will change

from what they were when the model was last run.

In other words:

Option2 - wipes out the old model (if there was one) and a new one

created.

Option 3 - develops the present model from its present state.

Section 1.6. details of machine operation:

the last step - observing the results.

The following command sequence will allow one to view the state of

the model following an experiment:

Step 1. type go (eq. go to the main menu).

Step 2. select option 3 (run an existing model)

Step 3. follow the directions (pick a model from the the list of models

displayed).

Step 4. follow the directions (pick option 1. Examine my brain)

Step 6. follow the directions.

45-1
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figure 1.10

An example of the output giYen by the model. This is Slab 2 of Ave2.

Section 1.7. The architecture of the simulation generator

Brain.Stetson is a simulation generator. As such it has two parts.

First it builds the brain - a data file. Next, it builds a program that

updates, or alters the brain as time progresses from time step t to time

step t+ 1.

Brain.Stetson

/ A\
/ \

creates creates

model.brain model.grow

a data file a program to alter the data file
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Section 1.8. the implementation of the architecture.

Brain.Stetson was developed on a VAX 11/750. The driver Is written

in DCL (DEC Command Language), and is a COM file called Babydriver.COM.

Babydriver.COM creates two separate PASCAL programs, Genesis.One and

Genesis.Two. The two programs are then compiled, linked and run, with

Genesis.One creating the brain (the data file) and Genests.Two creating the

program to update the brain.

Babydriver.COM

---. txt file / \ ---.ups file & update

/ \/ library

Genesis.One Genesis.Two
! I

builds builds

I I
model.brain model.grow

Because we have designed Brain.Stetson is this fashion we are able to

build different size brains, and include different update routines.
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Section 1.9. the file structure of the machine.

The VAX has a tree structured or branching file structure and thus

Brain.Stetson does as well. We have included in the com file several

commands that make It easy to move around within the tree. Once

Brain.Stetson is installed you will be able to use the following commands:

$ godoc - to see documentation

$ gotext - to see the ---. txt and ---. ups files

$ gomod - to see the models

$ golib - to see the update routine library

gohom - to get back to the root directory

$ gogen - to get to the Genesis directory

$ goprogs - to get to the progs directory

$ gosubs - to get to modelsubs directory

$ gobld - to get to the build directory

This list can be modified of course by changing the login.com file.

Userddlsk:AUDD.Neural I] - the root directory
S/ I\

/ I

.Progs .document .auxlltiary
/ / I \ \

S/ / i \ \

.modeltexts .n'odels .butld .modelsubs .genesis
I

ltibrary
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Part 2. Neural mechanisms of serial behavior

Our primary concern is and has been with insect navigation, tracking,

and target recognition. This encompasses a broad range of behavior which

is in part context dependent. Underlying this behavior are neural

mechanisms of serial or sequential activity. For this reason we are

developing neural models of serial behavior.

Navigation itself has many facets and many subtleties. Different

insects have different abilities. In addition, different situations can

"emphasize different sensory input, Insect sight can be very sophisticated.

Bees, for Instance, use both landmarks and solar cues for navigation. This

involves pattern recognition of some sort, in addition to cues for headings

using the position of the sun. Smell is often used for navigation. There is

another important consideration. In nature insects do not often perform

isolated acts. Instead they perform acts in a continuous series. Each act

is dependent on the completion of a proceeding one, not just receipt of the

appropriate stimuli. Navigation, tracking and target recognition are infect

not even separate activities. They are instead intimately related, and

sequential in nature.

As an example, I inbergen has shown that the hunting behavior of the

bee-wolf is sequential. Successful hunting behavior (eg. prey-found)

involves first a visual stimulus, the prey must be moving and of the right

size; at this stage there is no response to the odor of normal prey even it

it is presented close to the wasp. Once the potential prey has been spotted
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the wasp flies downwind of it. At this point odor becomes the dominant

stimulus. Dummy prey will not be appreoched unless supplied with the

correct odor. Finally the wasp seizes the prey, and stings it, evidently

employing a tactile sense.

It seems likely that sequential chains are of great importance in

insect pattern recognition itself. Such chains form a context in which the

identification occurs. In other words, insect shape detection need not be

nearly as sophisticated as ours, and yet their identification can be better,

because they get can extra cues from context (behavioral chains) as well

as from other sensory modalities. For this reason serial or sequential

behavior is of great importance, and will form our first topic for neural

model experimentation.

Section 2.1 The experiments.

All of the experiments contained within are reproduceable. Our goal

is to build a neural model that is able to learn a maze. We have chosen

this goal because ants are capable of running mazes, and it would seem to

incorporate short term memory, and the transfer from short term to long

term memory. It will force us to face questions of inherent interest in

such tasks. We are forced to try to determine the neural nature of

rehearsal and reward and to discover a neural solution to the credit

assignment problem (the question of how one decides exactly what neural
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connections are to be rewarded, and by how much).

Experiment 1. Swapper.

The purpose of Swapper is to learn a list. We present Swapper with a

list. Typically we would present the same list to Swapper 10 times. We

then examine Swapper's neural connections and determine whether of not

Swapper was able to associate the elements in the list correctly.

An important note: We will present Swapper with a list of numbers.

We could present the numbers to a slab which would have to recognize the

number presented. We do not do this. We assume that the number is

recognized, and we assume that because of this recognition, a neuron or

group of neurons (which recognize this number), then begins to fire.

•waooer's neurl garchtectu;re.

Swapper is a three slab model. Each Slab has 6 neurons.

2 is the input slab. The input slab reads a file which contains

the list. If the element read Is a I, then neuron I of Slab I is to fire, if

the element read is a 2 then neuron 2 of Slab 1 is to fire, etc. Each neuron

in Slab I is connected to the corresponding neuron in Slab 2.

Sla.2 is the association slab. Each neuron is Slab 2 Is connected to

every other neuron in Slab 2. Each neuron is Slab 2 is also connected to

the corresponding neuron Is Slab 3.

S is the output slab. IF neuron n in Slab 2 fires at time t, then

neuron n in Slab 3 will fire at time t+ , and n will be written to a ftile.

Slabs I and 3 are really nothing more than a convenient way to
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construct *our model. Slab 2, the association slob, is the slab of interest.

figure 2.1

Swapper.

Each neuron in Slob 2 is connected to every other neuron in Slab 2. If

the list is 1, 2, 3, 4, then at time I neuron I in Slab I will fire. At time 2

neuron 2 on Slab I will fire (because Slab I is reading the list), and neuron

1 on Slab 2 will fire (because neuron 1 on Slob I fired the time step

before). At time 3 neuron 3 will fire on Slab I and neuron 2 will fire on

Slab 2. Our sgnaptic update rule is Hebbian. This means that if

neuron a fires at time t and neuron b fires at time t+ 1, then the

connection strength (the synoptic strength) between neurons a end b is

increased. If b does not fire at time t. 1, then the synoptic strength

connecting a to b is decreased. Thus, if neuron I on Slab 2 fires at time 2

end neuron 2 fires at time 3, then the synaptic strength between the two

is increased.

Swapper was able to learn the list. One difficulty did arise. Once

Swapper has leaoned a list he cannot learn another. Instead, when

presented with a second list, Swapper quickly becomes overexcited, with

all of his neurons firing simultaneously. The reason for this: suppose

Swapper lies learned the list 1, 2, 3, 4. Suppose that Swapper is then

pres-ented. with the list 1, 3, 5, 6, This is whet happens: neuron I fires

neuron 2 because the synaptic strength between I and 2 is high (since
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Swapper learned 1, 2, 3, 4. At the some time I is followed by 3. Thius on

Slab 2 neurons 2 and 3 fire simultaneously. Since 2 fires, d.ee ,synaptic

strength between 1 and 2 •tntinues to increase.

We would have hoped that Swapper would forget the old list and learn

the now one. That does not happen. Swapper can learn one list, but

he cannot forget it.

Experiment 2. List-Learner.

List-Learner has the same number of slabs that Swapper has, and each

slab has the same number of neurons (6). But, List-Learner has additional

"connections going from Slab I to Slab 2.

To construct List-Learner we have taken Swapper and added a

feed-forward on-centerof f-surround (OCUS) structure from Slab I

to Slab 2. This means that from Ineurn i on Slab I there are inhibitory

connect'lons to neurons 2, 3, 4, 5, and 6 on Slab 2, as well as the excitatory

connection to neuron I which is nlreadq Dert of Swapper. This is true for

each neuron Is Slab 1. This Quiets Slab 2 down, List-Leorner can learn

a second list. if Ia wWd list is presented to List-Learn, then the

feed-forward OCOS Mbit- the old list. It does not fire, and the synaptic

strengths thee die away from disuse.

figure 2.2

SList-Learner.
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Experiment 3. Avalanche

List-Learner can learn a list 1, 2, 3, 4 and another list 5, 6, 1, and

given the first element of either list the correct list can be recovered.

This is not true for the nexte example. Given the two lists 1, 2, 3, 4 and 5,

2, 4, 3 it is not possible to correctly recover the element following 5, 2.

This is because List-Learner can effectively only look one time step into

the post. It will respond the some for 5, 2 and 1, 2. We will use an

addaptation of Stephen Grossberg's notion of Avalanche to solve this

problem.

figure 2.3

Time-steps side-bg-side. This is as if two frames of a movie were

appearing on the slab at the same time.

Time t and time t. I can appear on a slab at the some time. In other

words the brain can go backward in time. A method of capturing this

notion neurally Is to have axons of different length. Suppose one axon,

axon 1, is twice the length of another, call it axon 2, and suppose both

come from the same neuron N. If neuron N fires at time t, then axon I can

report that at time t+., and axon 2 at time t+2. This allows several

different things to occur. For one thing, the sequence t, t+ I can be

recovered. For another the state of neuron N at times t and t+ I could

coexist side-bg-side. We use this second option in the construction of

Avalanche.
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There is another way to say this. Axon 2 is a delayed version of axon

1, and Avalanche keeps a copg of past events bg adding delags.

Because we ht!e given our axons lengths (they can be of length one, two,

etc.) we are able to incorporate a delay by altering the length of an axon.

There are other ways to do this of course.

figure 2.4

The architecture of Avalanche

Avalanche is List-Learner with an additional slab, a new slab 3 lying

between Slab 2 ano the Output Slab (the old Slab 3). Each neuron in Slab 2

was connected to each neuron in the new slab. Infact, each neuron is Slab

2 has 2 axons going to each neuron in the new slab. Of these two axons,

one is delayed. In other words, one has length one and one has length two.

Avalanche was a disaster. It was easily overexcit'ed. A slight

modification was, however, very successful. That modification is Ava2.

Experiment 4. Ava2

To create Ava2 from Ayalanche we merely disconnect most of the

neurons going from Slab 2 to the new slab. In Ava2, neuron 1, Slab 2 is

connected to only one neuron (neuron I) of the new slab (the connection

was still by two axons). Neuron 2 of Slab 2 is connected to only to one

neuron on the new slab (neuron 2), etc.

In other words, to create Ava2 begin with List-Learner, add a new

slab between Slab 2 and the Output Slab, and have neuron k of Slab 2
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connected to neuron k of the new slab by axons of length 1 and 2. Then

have all of the neurons of the new slab connect to each other.

Ava2 now worked as we hoped it would. It did loom a list with

changing context. It was possible to recover the list by examining the

synaptic strengths of the various connections. Unfortunately it suffered

from the same sort flaw as Swapper. If Ava2 was given another context

deperndent list, it could not forget the first that it learned and relearn the

second.

To solve this we could add feedforward OCOS from Slab 2 to the new

slab. (eg. this would solve the problem just as it was solved before).

figure 2.5

The orchitecture of Ava2

We could also solve the problem in another way. Slab 2 (List-Learner)

and the new slab (Avalanche) could be just I slab. This was conceptually

what we meant it to be. To do this make neuron k of the new slab into

neuron k of Slab 2. Then Slab 2 becomes the combination of List-Learner

and Avalanche, Since List-Learner has OCOS this will give OCOS to

Avalanche as well.

Experiment 5. Reward

The architecture of Ava2 insures that the last X time steps can be

recovered, where X is the length of the longest neuron. The purpose of

Reword is to take advantage of this fact.

For List-Learner to learn a list the list had to be presented to him
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I I.

several times. We know that we ourselves can occasionally remember

things that have occured only once. Infact STM is thought to consist of a

feedback loop, with neural impulses spinning on themselves. This is a

good explanation of experimental data, and it certainly makes sense. Thus,

Reward contains a feedback loop. This loop is not always activated.

If it were impulses from the past would mingle and interfere with

incoming sensory impulses. This may occur. But it may r,ot. In any case,

in our first modeling attempt, we choose two options. First, the network

could be a feedforward network, just like Ava2. Alternatively, the input

slab could be disconnected, and input can come instead from slab 3. This

is feedback. It results in STM and does transfer STM into LTM.

Our first experiments were to have REWARD occur at the end of the data

file (EOF). Thus, presenting the model with the list 1, 2, 3, 4, 5, 6 and the

EOF (End of File) resulted in the model learning 4, 5, 6.

In other words, Reward allowed the model to spin of the data that

caused him (Reward) to be rewdrded.

figure 2.6

The architecture of Reward

Reward has a single axon from each neuron k in Slab 3 that connects

to neuron k of Slab 1. The voltage update routine for Slab I normally takes

input data from a file. When it hits EOF it will use the connections from

Slab 3 to get input data from Slab 3 (and not from the file). It thus

operates as though input from outside the model was inhibited and came

instead from slab 3.
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Experiment 6. Reward2.

Reward was succesful. But we wonted to extend the ability to reward

into the post. In other words, we did not wish to reward only the last

three choices, correct moves etc. Once these had been reworded we

wonted them (4, 5, 6 for example) to be able to trigger the reword

mechanism themselves. To do this we added a reward neuron and sent

axons from each neuron in Slab 3 to the reward neuron. Those axons which

fired on the reword neuron had their synaptic strengths increased and

were able to fire reward themselves. Once the reword neuron fired we had

Slab 1 take its input from Slab 3 instead of from the input file.

figure 2.7
The architecture of Reward2

The result was that 4 and 5 could trigger a reward, causing 3, 4 ,5 to be

leooned. 3, 4, 5, 6 was then the new chain and reward could be pushed into

the post.

Experiment 7. Attention.

We foun~d that Reward2 had a flaw. We weren't able to stop rewarding

(we could not stop the STM) and return attention to input from outside

the model. Thus, we had to add attention, a pseudo reticular formation, to

the model. Actually, the attention neuron read from a file. A 1 read by the

attenti on neuron at ti me t woul d cause the update routi ne f or the i nput

slab to take input from a data file at time t+I. Reword would then cause
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STM to occur, and attention would cause STM to cease and normal

operation to continue.

figure 2.8

The architecture of Attention

hlzerunner - The next step.

We have yet to present Attention with a maze. It may be that it is

ready to learn a maze. The next step is to add a Decision Slab. We

expect that a decision slab would be a sinner-take-all slab. A

winner-take-all slab is a slab with OCOS, such that exactly one element

fires. Then confronted with a choice, turn right, turn left, go straight, or

go back, the winner-take-all slab would pick one.

Section 2.2 The neural control of sequential activity: a summary

This monograph began as an investigation into the neural mechanisms

which underlay tracking behavior by an insect. Such behavior involves

prediction of the path the prey will take. This path may be nothing more

than a trajectory, but more sophisticated behavior is a sequence, or
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series, of actions. As such, successful prediction requires that the

predictor be able to learn a behavioral sequence. Once one embarks on the

investigation of tracking behavior it soon becomes clear that a much more

general phenomenon is involved. This more general phemomena is the

neural mechanisms involved in learning any serial task. Insects do infect

have the ability to learn serial tasks. The Beewolf learns the location of

a series of nest sights. Ants have been taught to run a maze.

Maze learning can be viewed as a paradigm of serial behavior. We

have chosen to do so. Our investigations have resulted in a series of

experiments, each embodying a neural principal, and each an extension of

the one which proceeds it. Our goal, which have get to attain, is to build a

neural model which is able to learn a maze.

A summary of our experiments:

name purpose

1. Swapper - a net which can learn a list.

the problem - unable to learn a second list.

neural principle - LTM as Hebblan association via synaptic

strength. Synoptic strength given a maximum

possible value.

2. List-Learner - a net which can learn a series of lists.

neural principal - On-center, Off-surround.

3. Avalanche - a net which incorporates the past.

this net can associate events which occur at

different times.
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the problem - overexcitation. Incorrectly conceived, the

slab added Is excitatory only, not OCOS.

neural principal - an adaptation of Stephen Grossberg's

avalanche. A delay is added (equivalently axons

are given different lengths).

4 Ava2 - just fix Avalanche by getting rid of some

neurons.

5. Reward - a reward slab able to inhibit input and induce

STM. This can also be interpreted as a

neural implementation of rehearsal.

neural principal - STM as cyclic neural activity induced by a

feedback loop.

the problem - can't stop reward (can't interrupt STM

activity).

6. Attent!on - Add an attention slab.

neural principal - must have attention (reticular formation

activity) to learn (to break out of STM).

the next step:

7. Mazerunner - Can learn a simple maze.

neural principal - winner-take-all decision slab.
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Part 3. A neural explanation of the beginning of communication.

We will develop a neural explanation of the rise of communication

within the animal world. We propose a neural mechanism which will

explain the rise of communication as an emergent phenomenon, an

accidental application of the neural machinery used to control flight.

Our development will draw on two diverse sources. We have combined

Stephen Grossberg's theoretical model of tne development of speech with

the behavioral data of the ethologist.

Section 3.1 Insects, intention movements and serial behavior.

We have studied and attempted to emulate insect behavior because

insectE are behaviorally sophisticated, and yet neurally and behaviorally

simpler than man, the mammals, or vertebrates in general. Since insect

behavior is simpler, our hope Is to discover or develop neural models

which will exhibit this behavior.

Our investigation of insect behavior has led along many interesting

avenues. The waggle dance, that famous method of bee communication, is

perhaps the most startling, but many others exist. Consider, as an

example, the intention movement. We begin with an example:

'Birds do something like this: when a bird is ready to take off,

45-36



it stretches its neck in the direction of its flight. Such

intention movements, as they are called, sometimes influence

other animals. In a flock of birds the movements can become

infectious and spread until all of the animals are making them.'

(von Frisch, 1962)

An intention action of an animal seems to have no apparent purpose.

It does signal the advent of a coming action, but is this of value? It may

not be, it may be nothing more than an artifact of the machine, just part of

the way it works. But, von Frisch, the man who discovered the waggle

dance of the bees, found them of interest. He followed the observation

above with another

'It is possible that among the honeybees the strict pattern of

the wagging dance gradually developed out of such intention

movements performed by forager bees before they flew off

toward their goal.'

(von Frisch, 1962)

We have begun to investigate neural models of serial behavior. Our

investigation has led to a question of the neural nature of Short-Term

Memory (STM), and of the transfer of STM to Long-Term Memory(LTM). Our

models of STM (and Independent psychological research) indicate that

rehearsal is necessary to transform STM to LTM. This translates within

our neural model to something similar to a & am ste (eg. neural
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acti vity with motor function disconnected).

We all know of instances of dreaming when motor function is not

completely disconnected. Sleep walking and talking are good examples.

We conjecture that intention movement is this sort of

phenomenon, an analog of sleep walking and talking.

There are interesting behavioral quirks that can be explained by our

conjecture One such is the following example of insect intention

movement. A moth alighting from a flight rocks back and forth

rythmically on its feet for a time. The duration of the rocking tends to be

related to the length of the flight it has just completed.

We conjecture that this activity is the result of STM activity of the

neurons controlling flight, but with motor activity (the crucial portions)

disconnected. Some sort of rocking can remain and will do no harm.

Section 3.2 Feedback loops and communication as an emergent

phenomenon.

We have conjectured that intention movements are a result of STM

activity with motor activity only partially subdued. Assuming that our

conjecture is true we can demonstrate that insect neuroanatomy will lead

naturally to an emergent model of communication. We begin with a brief

description of Grossberg's neural explanation of speech (as a motor
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activity).

Grossberg's model is a beautiful explanation of the manner in which

feedback can be used to finetune a neural mechanism.

figure 3.1

Grossberg's neural model of speech.

A Macrocircuit for the Self -Organization of Recognition and Recall

I have left much of Grossberg's detail out. For a complete explanation

I refer you to figure I of the article' Neural Dynamics of Speech and

Language Coding: Developmental Programs, Perceptual Grouping, end

Competition for Short Term Memoq ', by Cohen and Grossberg in Human

Neurobiology, 1965.

The intent is that as a child speaks a word or utters a sound the ear

receives the sound. The sound waves produced by the vocal track are fed

bock into the ear. Then, neural connections between the two tracks, the

ouditory track receiving the sound and the motor track (vocal track)

producing the sound can work together. Neural nets or feedback loops

connecting the two tracks insure that motor activity can be corrected and

finetuned. The motor track produces the activity of course and the

auditory track monitors the result. Sophisticated connections between the

two must be necessary to allow an organism to finetune motor behavior to

fit the environment. Grossberg's neural macrocircult is a suggested neural

architecture that will serve this purpose.
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Infact, Grossberg's model is not merely proposed as a method of

j finetuning motor control. Rather it is a method of using motor activity to
help define words, and sentences. He has shown how the recogniton and

grouping of sounds at a neural level can be defined by (or become part of) a

sensory-motor neural stricture. This structure internally develops neural

patterns during operation.

We suppose that insects have such neural mechanisms, neural

mechanisms that can control, and finetune motor behavior. We mention the

following fact:

'Sensory input from sensilla on wings, pressure sensitive hairs

on head, abdominal nerves and others are fed into multimodal

Interneurons ... and the insect makes srpall adjustments to steer

in flight.:

(Howard Evans, 1984)

Multimodal neurons are neurons with different functions or different

modes. An interneuron can collect data from two or more different senses.

There will then be feedback to two or more senses. This sort of

architecture can connect two senses. A pattern set up by one sense can

develop a pattern within the interneurons which then feed that pattern (in

the appropriate form) to another set of senses. It is suspected that it is

this sort of phenomena that allows a bee to translate data it receives

during the waggle dance about inclination to the vertical into information

about angle (or inclination) from the sun. The conjecture is that data from
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gravity and sun both connect to the same navigational interneurons.

Feedback loops could then translate sensory data from one into senisory

data from the other. This would explain why a bee perforý,ing a waggle

dance is able to perform the dance on a vertical plane in the hive, or (just

as easily) on a horizontal plane if exposed to sunlight.

In any case, If a rocking fly were to set up vibrations large enough for

another to receive them, and if these vibrations were connected to an

internal STM pattern it would be possible to transfer the internal STM

pattern from one fly to another.

figure 3.2 Communication from one animal to a second.

In other words, sensory input from receptors oti the insect allow it to

make small adjustments in flight. These sensory neurons are connected to

internal neural patterns which control flight.

*1. Assume that the neurons which control flight are responsible for

intention movements.

* 2. Assume that 'f these Intention movements are received by the

sensory neurons, then they will reproduce the internal pattern which

controls flight in another animal.

* 3. The result : communication. The transfer of a neural pattern

from the brain of one insect to a similar pattern in the brain of another.
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If we are correct, then communication has emerged from feedback

loops which control flight, and intention movements which are closely

enough related to flight to be able to reproduce the internal neural activity

which produced them.

4 -
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Part 4. Recommendations.

Neither Part 2 nor Part 3 are complete. Extensions are required to

both.

For Part 2, the study of serial behavior and STM, two immediate steps

remain. First, we must design and test Maze-Runner. Can we build z

neural network that can learn a maze? if we are successful, the what

additional properties will the network possess? Can it exhibit latent

learning for instance? in addition, now close is our model if STM to

human STM? If we pr3sent our model of STM with one of the standard

psychological test, how will it respond? There is one ingredient of

explanations of psychological test date on humans that our model does not

have. That missing ingredient is a neural implementation of chunking.

Poet 3, a theoretical explanation of emergent con-rrunication, needs

to be tested in some fashion. We have begun to build t robot that can be

controlled by a neural network simulotion. We hope to build two such

robots, and then see if we are able to transfer a neural pattern active in

one network to the other, using the method we have described.
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Data Processing and Statistical Analysis of In-Service

Aircraft Transparency Failures

I. Introduction

Aircraft transparent enclosures, including

windshields and canopies, are high cost items to the U. S.

Air Force. In an operational environment, these

enclosures are subject to many environmental exposures

such as changes in temperature, heavy rainfall, strong

pressure, excessive sunlight and abrasion in flight and

during cleaning. As a result, many transparent enclosures

failed gradually because of the aging process; and others

failed abruptly and unexpectedly. Transparency failures

are not only costly, but also often impair combat

readiness and can cause the loss of aircraft and lives.

The Vehicle Equipment Division of the Air Force

Flight Dynamics Laboratory has been seeking the

development of the beet quality and the most durable

aircraft transparencies. In the past several years, it

has conduct& a major task to collect detailed field in-

service data on aircraft transparencies, focusing

primarily on those ones taken from F-16 and F-lll

aircrafts because of failures of oaa kind or another.
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This report presents the results of the analysis of

some of the above data. It is hoped that information

generated from these results will be extremely valuable in

assessing the quality of structural design of

transparencies, the frequency of occurrence of each

failure mode, and to determine the possible relationship

between these two variables.

II. Objectives

The major objectives of the study are:

(1) To organize the available information obtained

from records of the displaced aircraft

transparencies into an efficient data base for

further study use.

(2) To conduct a statistical analysis using the data

base just created relative to transparency

failure modes, vendors who supplied the

transparencies to the U. S. Air Force and Air

Force Bases (AFB) where the airc. aft were

stationed.

"N."-
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III. Data Source and Data-Base Creation

During the past several years, the Vehicle Equipment

Division of the Flight Dynamics Laboratory of the U. S.

Air Force has been collecting data at a number of Air

Force Bases on aircraft transparencies replaced due to a

variety of failures. Engineers at the Vehicle Equipment

Division were responsible for the data collection efforts.

It is assumed that these data were selected randomly, and

no prior discretionary judgement has been injected in the

data selection process.

After their collection, these data were sent to the

School of Business and Economics at North Carolina A & T

State University. They were then evaluated and input into

the appropriate microcomputer-based data bases using dBASE

III, a data base management computer software.

By the end of August 1987, two data bases, one

pertaining to transparencies taken from the F-16 jet

fighters and the other to transparencies taken from the F-

111 jet fighters, have been created. The F-16 data base

consists of 953 records, and the F-111 data consists of

678 records of the displaced aircraft transparencies.

After their creation, copies of these data bases were then

sent to the Air Force for evaluation to insure their

46-7



authenticity and accuracy. Subsequently, errors were

corrected.

Table 1 shows a brief profile of the data-base with

transparencies from F-16 jet fighters, and Table 2 gives a

brief account of the data-base made of transparencies from

F-i11 aircrafts. As indicated in Table 1, nearly half

(45.5%) of the transparencies taken from the F-16 were

Texstar's products; about one-third (29.4%) came from

Goodyear and the rest from Sieracin. The names of vendors

on 48 pieces of transparencies (5.14) were either missing

or not recognizable.

Table 1

TYME OF RANSPA1OM Y VE Vf

(F-l6)

= TYP OF TRANSPATOCY
VENO No. Peret PM AFT N. A.

No. Peraut No. Perctnt No. Pernt

Goodysm 280 29.4% 121 25.5% 73 54.0% 86 25.0%

Sieracin 192 20.1 74 15.6 21 15.6 97 28.2

Tcafrt 433 45.4 237 50.0 39 28.9 157 45.6

N. A. 48 5.1 42 8.9 2 1.5 4 1.2

Ttal 953 100% 474 100% 135 100% 344 100%

ON. A. stands t ifor mi is "rit availablew or wtt idenitif abia."

Samme: Air Ruce D..se, 1987
NorUt COrlins A &T State Uniwxsity
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Tabim 2 ' DD

FA N M =EE sv VE D

No. pe=Out No. Perint

ACylic =uzazq 13 4.8% 58 19.8% 71 12.6%

Acylic =acks 35 13.0 29 9.9 64 11.4

Dolmted/
d±St-ta 86 31.9 73 24.9 159 28.2

Scrat&Ad 67 24.8 47 16.0 114 20.2

(Cx i 1pitted 65 24.1 60 20.5 125 22.2

Q0atim ls 0 0 22 7.5 22 3.9

Othwls* 4 1.4 4 1.4 8 1.4

Subtatal 270 100.0% 293 100.0% 563 100.0%

55 60 115

Total 325 353 678

*Others ±r-lunS =z, inati= of twO or mms failurt uodes

**N.A. stands for data is no ailablei or MiSSiM-

Air frosv D-emu, 1987
Noth O=Um A G T Stat* UndVeSitY
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IV. Failure Node Analysis

Host of the aircraft transparencies, including

windshields and canopies, were made of two to three plies

of heavy plastics commonly known as acrylics (C3H402) or

polycarbonate materials.

There are many forms of transparency failures. In

general, they fall into two categories: Those visible to

human eyes and those detectable only by mechanical

instruments. Of those visible by human eyes are surface

scratches, cracks, crazes, coating loss, poly-delamination

or distortion and chips or damages. Those detectable only

by mechanical instruments include structural defects,

residual stress, cracks or chips at the joints connecting

the transparency with the aircrafts.

Transparency failures may result from an aging process

or be caused by environmental factors such as wind,

rainfall, sunlight (ultra-violet radiation), high speed,

and extreme temperature the aircraft would encounter both

on the ground or while in-service. Still other failures

sight have been caused by hail impact, bird strikes, poor

maintenance practices and/or low quality of chemicals used

in cloanizig.

46-10



(1). Pareto Analysis

The amount of costs or damages caused by transparency

failures varies with different forms of failure, ranging

from about $20,000 per windshield replacement to loss of

aircraft and/or lives. However, minimizing the frequency

or total number of failures is often consistent with

reducing the total amount of cost outlays.

In studying business practices, Vilfredo Pareto, a

prominent Italian economist, once stated: "In general, 80

percent of the problems could be resolved by using 20

percent of the effort.* This 80-20 Pareto principle begins

with the examination of the frequency distribution and the

histogram of various failure modes. Figure 1 shows the

histogram of the transparency failures modes of F-16s, not

counting those without failure mode information. It can be

seen that coating loss in the predominant failure mode,

accounting for nearly one-fourth (23.4%) of transparency

failures. Abrasion or scratching is the second most

frequent failure, accounting for 18.8% of the total

transparency failures. Both coating loss and scratches are

os*tly caused by poor maintenance practices. Hence,

installation of proper maintenance practices may prove to

be very cost-effective in reducing total transparency-

• • related e np,,s .
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Crazing is the third most frequent transparency

failure mode. It is found on nearly one out of every five

displaced transparencies. According to recent literature,

crazing is defined as fine cracks at or under the surface

of a plastic. Transparency crazing may come either from

internal structural design or external environmental

factors. Studies on the behavior of crazing on acrylics

are still in the evolutionary stage, and hence, are beyond

the scope of this study.

Cracks rank the fourth in F-16 transparency failures.

They are usually found along the edge of the transparency

joining with the aircrafts. Hence, their occurrences might

have been caused either by poor structural design, by poor

quaality control at the time of their installation, or by

other environmental and human factors, or by a combination

of several factors.

Chipping and/or pitting rank the fifth mOst frequent

transparency failure, accounting for about one out of every

seven displaced transparencies. Like cracks, chips and

pits are mainly awmad by hail impact, bird strikes, and

poor maintenance practices.

Poly delaztnation and haze rank the sixth and seventh

failure modes respectively. Again, their occurrences could

be caused by numerous factors.

646-14
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(2) Failure Modes by Transparent Vendors

Questions are often being raised as to which vendor

produces the best quality transparencies. Which vendor has

the most advanced manufacturing technology? And what

environmental and human factors affect most strongly the

durability of aircraft transparencies? Finding answers to

these questions is not an easy task. However, statistical

analysis techniques may be used to shed some light toward

answering these questions.

Table 3 shows the comparison of failure modes by

vendors. It can be seen from the table that variations in

failure modes do exist among vendors. For example, coating

loss remains to be the most important failure mode for

Goodyear. Over one-third (34.6%) of Goodyear's

transparency failures were attributed to coating loss.

Coating loss to Sieracin, however, is a minor problem; only

about one out of every 13 (7.8%) of Sieiacin's transparency

failures was caused by coating loss. To Texstar, coating

loss is a tajor, but not a predozinant, failure mode.

About one out of every five failures (20.54) was due to

coating loss.

46-15
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Table 3

Fanum~ )MC]ES BY VEND
(P3.6)

mnmnI m= Go0ty6ar Sieracir Texstar No. Percent
No. Percent No. Percent No. Percent

Acrylic crazing 17 6.7% 42 23.7% 86 21.2% 145 17.4%

ACylic cro3cs 23 9.1 57 32.2 43 10.6 123 14.7

Po1yiarb~~tA
cracks 2 0.1 2 1.1 3 0.7 7 0.8

raminated 10 3.9 5 2.8 6 1.5 21 2.5

Disbgrted 5 2.0 4 2.3 3 0.7 12 1.4

Scrat& /
f 8d 37 14.6 19 10.7 29 7.2 85 10.2

1 0.0 1 0.6 19 4.7 21 2.5

Coating 106l 88 34.6 14 7.9 83 20.5 185 22.1

30 11.8 19 10.7 43 10.6 92 U1.0

Pittad~ail
ispact 7 2.8 3 1.7 17 4.2 27 3.2

cracks 1 0.0 4 2.3 5 1.2 10 1.2

•cotinEIg l 29 11.4 2 1.1 32 7.9 63 7.6

U 4 1.6 5 2.8 36 8.9 45 5.4

TotaO 254 100.0% 177 100.0% 405 100.0t 836 100.0%

X2 a 175. 0O* i of fteed - 24
wexey &ignfim* at 5% l.eve Of $i~K

Som Air M c D) am, 1987
Ncth Owalin A & T State hiversity
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Cracks remain to be the most frequent failure mode for

Sieracir's transparencies. Nearly one out of every three

(32.2%) of Sisracin's transparencies failed because of

cracks. However, this has not been the case for Goodyear

and Texstar. Only 9.1% of Goodyear's transparencies and

10.1% of Texstar's transparencies failed because of cracks.

Acrylic crazing is a predominant failure mode to

Taxstar, and the second most important problem to

Sieracin's products; nearly one out of every four of their

transparencies failed because of crazes. On the contrary,

crazing is a relatively minor problem to Goodyear; only

6.7% of its transparencies failed because of acrylic

crazes.

A Chi-Square, X2 , test of independence was conducted

to test the hypothesis that all the three vendors have the

same proportions of various failure modes. The calculated

Chi-Square with a value of 175.0 with 24 degrees of freedom

is very significant at 5S significant level. The null

hypothesis is then rejected. The conclusion is that all

three vendors do not have the same proportion of failure

modes. In other words, they do not have similar problems

as far as transparency failure is concerned.

46-17
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(3) Transparency Failures by Air Force Bases

t•.'
The U. S. Air Force has bases around the globe. Many

of these bases were exposed to various environmental

factors such as extreme temperatures, heavy rainfall,

strong dust storms, etc. Undoubtedly, many transparencies

failed because of these external environmental factors.

Hence, one may wonder whether the distribution of failure

modes among various Air Force Bases is the same or not.

Table 4 shows the frequency as well as proportion

distribution of failed transparencies among 11 major Air

Force Bases where most of the failed transparencies were

recorded. Xt can be seen that acrylic crazing mostly

occurred in MacDill AF Base. About three out of every four

transparencies crazed were recorded in MacDill. On the

other hand, cracks occurred most often in Luke. About one

out of every three cracks was recorded at Luke AF Base.

Coating loss occurred most often among three bases, namely:

TorreJon (19.7%), MacDill (17.9%), and Luke (17.3%).

Scratches occurred also most often at MacDill (24.6%) and

at Luke (20.6%).

461
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Table 4

FA7IINREOM

FAI=m
AF BASE Acrylic cazing Acry1ic cracks D1aminated Scratched Haze

No. Peet No. Per•ent No. Percent No. Percent No. Percent

Eglin 6 4.2% 2 1.8% 0 0% 4 3.2% 0 0%

G.B. 2 1.4 13 11.4 0 0 6 4.8 0 0

Hahn 0 0 1 0.9 0 0 3 2.4 0 0

Hill 5 3.5 20 17.5 0 0 16 12.7 3 18.8

IE•san 1 0.7 2 1.8 0 0 1 0.8 1 6.3

Luke 5 3.5 41 36.0 2 10.0 26 20.6 1 6.3

Torrejn 0 0 8 7.0 10 50.0 11 8.7 0 0

MacDill 110 76.9 17 14.9 0 0 31 24.6 7 43.8

Shaw 1 0.7 3 2.6 1 5.0 6 4.8 1 6.3

Misaw 1 0.7 0 0 5 25.0 1 0.8 0 0

NB1Iis 12 8.4 7 6.1 2 10.0 21 16.7 3 18.8

Total 143 100.0% 114 100.0% 20 100.0% 126 100.0% 16 100.0%

X2 475.8* Degree of freedom -70

*Vary ificint at 0.05 level of significance
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Coatir lims a~pW Pitts/bai1 iz*. No. Pexcent
No. Percent No. Percet No. Percent

4 2.5% 0 0% 2 4.2% 17 2.5%

10 6.2 10 13.0 0 0 41 6.0

21 13.0 9 11.7 2 8.3 36 5.3

6 3.7 13 16.9 . 45.8 74 10.9

21 0.6 2 2.6 0 0 8 1.2

28 17.3 16 20.8 1 4.2 120 17.6

32 19.7 4 5.2 0 0 65 9.5

29 17.9 9 1.1.7 7 29.2 210 30.8

16 9.9 1 1.3 0 0 29 4.2

6 3.7 0 0 0 0 13 1.9

9 5.6 13 16.9 2 8.3 69 10.1

162 100.0% 77 100.0% 24 100.0% 682 100.0%

46-20
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AAgain, a Chi-Square test of independence was conducted

to test the hypothesis that all the major AF Bases have the

same failure mode proportion. The large value of

calculated Chi-Square value, 475.8 is considered very

significant at 5% level of significance, indicating the

existence of a significant variation in proportion of

transparency failure modes among various AF Bases.

Why did so many failures occur on MacDill AF Base?

Was it because most of the failed transparencies were

recorded there? Or was it because of some other human and

environmental factors? The answers to both questions,

nevertheless, might be a positive when one looks at Table

5, which shows the distribution of failed transparencies by

vendors as well as by Air Force Bases. It can be seen from

Table 5, nearly one-third (28.9%) of all the failed

transparencies were recorded at MacDill Air Force Base,

even though the proportion of recorded failures by Air

Force Bases is different among vendors.
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VEN OF TA=~
RIMMIS IN A F mm

(PL-16)

A F MM Gkotpmr Sieracin Tv~tar No. Percent
No. Percent No. Percent No. Percent

Dglin 2 0.8% 4 2.2% 16 4.1% 22 2.6%

G. B. 17 6.4 28 15.4 2 0.5 47 5.6

Hahn 38 14.4 14 7.7 34 8.8 86 10.3

Hill 25 9.5 23 12.6 32 8.2 80 9.6

10wman 2 0.8 5 2.3 2 0.5 9 1.1

Lulke 43 16.3 31 17.0 58 14.9 132 15.8

Toz~ejon 49 18.6 0 0 17 4.5 66 7.9

MacDill 31 11.7 43 23.6 167 42.9 241 28.9

Shaw 38 14.4 11 6.1 23 5.9 72 8.6

Misawa 10 3.8 0 0 2 0.5 12 1.4

Nealis 9 3.4 23 12.6 36 9.3 68 8.2

7o&al 264 100.0% 182 100.0% 389 1.00.0% 835 100.0%

x2  2.27.5* Dogm of frow~an 20

*Vey significant at 0 .05 level of significance
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V. SumAry and Conclusions

Aircraft transparent enclosurls are high cost items

to the U. S. Air Force. Unfortunately, many

transparencies failed gradually and others failed abruptly

and unexpectedly. Charged with the 'esponsibility to

develop high quality and most durable aircraft

transparencies, the Vehicle %quipment Division of the

Flight Dynamics Laboratory of the U. S. Air Force has

been, in the past several years, collecting field in-

service data on replacea aircraft transpairencies in the

hope that valuable information on factors attributable to

transparency failure3 will become available. By

controlling some or all of these factors, more durable

transparencies wight be developed.

Duzing the courso of this study, two data bases have

been created using data collected by engineers at the Air

Forre and :1A•E T1h computer software. One consists of

953 rocordt of displacad transparencies taken frcom F-16

Jat fighters; awd the other consists of 678 r¢cords of

displaced transparencies ta3-en from F-Ill. Data-base

creation is one of the objectives that have been met.

Through an extensive statistical analysis, coating loss

has baen found to be a predominant failure mode,

46-23
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accounting for nearly one-fourth of the displaced

transparencies from F-16. Abrasion or scratches is the

second most frequent failure mode, accounting for 18.8% of

total transparent failures. Both coating loss and

scratches, accounting for a combined 42.3% of total

transparent failures, are mostly caused by poor

maintenance practices. Hence, efforts to install proper

maintenance may prove to be very cost-effective in

reducing transparency related expenses.

Crazing ranked the third most frequent failure mode.

It is found in nearly one out of every five (18.4%)

displaced transparencies. And cracks ranked the fourth

most frequent failure mode. There could be numerous

factors contributing to the formation of crazes and cracks

on aircraft transparencies. However, studies on factors

contributing to causing aircraft transparencies to craze

and to crack have been lacking.

Variations in the frequency of various failure modes

do exist among different vendors. For example, coating

loss remains to be the most important failure mode for

Goodyear. over one third of Goodyear's transparencies

failed were attributable to coating loss. To Sieracin,

however, cracks are the utmost important failure mode.

46-24



Nearly one out of every three of Sieracin's transparencies

failed because of cracks. On the other hand, acrylic

crazing is the predominant failure mode to Texstar.

Nearly one out of every four of Texstar's transparencies

failed because of crazing. Readers are cautioned,

however, that this phenomenon may not be interpreted as an

indication that one vendor's transparency quality is

better than another's, for the simple fact that aircraft

transparencies from all vendors were not subjected to the

same environmental and human factors. More data are

needed to examine the relationship between various human

and environmental factors and various failure modes.
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FINAL REPORT TO UNIVERSAL ENERGY SYSTEMS
(CONTRACT UES/AFOSR F49620-85-C-0013/SB5851-0360]

TRAJECTORY STUDIES OF THE BIMOLECULAR REACTION
OF H2O"/H2O

C. Randal Lishawa
Jefferson State Junior College

Birmingham. Alabama 35215

The cross-sections for the bimolecular reaction of H20 with
H20° over the energy range 0.5 eV to 50 eV have been calculated
by classical trajectory methods using the long-range potential of a
point ion reacting with a polarizable point dipole. A new program
for the IBM-PC was developed to carry out these calculations.
These calculations are compared with prior experimental data.

INTRODUCTION

With the refinement 4f molecular beam techniques in the early 1970's,
there was a resurgence of interest in ion-molecule reactions. The reason for
this was that experimentally the ion-beam was easily controlled over a wide
range of collision energies. Theoretically the long-range potential was
easier to describe for ion-molecule reactions than the quantiun mechanical
description for neutrals. In the 1980's, concern over the fate of the
environment has resurfaced an interest in ion-molecule reactions with an
emphasis on upper atmosphere chemistry. Such problems as the thinning of the
ozone layer, the fate of chlorinated fluorocarbons (CFCs) released into the
atmosphere, and the chemical reaction dynamics of the reentry of large
payloads from space (such as the Space Shuttle) have been occupying the
attention of a segment of the scientific community.

Even though much detailed work has been conducted on quantum mechanical
descriptions of chemical reactions,' 3 some of the older and relatively
simple theories still give good descriptions of the reaction cross-sections
for ion-molecule reactions.4  The long-range potential of the ion-permanent
dipole has been found to provide an accurate descripton of charge-exchange
reactions as well as other reactive systens."s

Recent measurements of the reactive cross-section for the H20/-120
system7 disagree with previous measurements 8 by more than an order of
magnitude. One method of examining this difference is to calculate the
theoretical cross-sections. The potential energy function desuribing this

47-2
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system (and any similar ion-molecule system] is

aq2 _Dq (1

where o and p. are the polarizabilty and dipole moment of the neutral
respectively, q is the charge on the ion and R is the separation of the
centers-of-mass. The angle 0 is the angle between the line of centers of
the reactants and the orientation of the dipole moment. Additional terms
involving such quantities as the polarizability and/or the dipole moment of
the ion? as well as higher momentsI°'1 2 of the charge distribution, may also
be included depending on the availability of the required constants. The
difficulty in handling this type of potential energy function lies in the
deriving an expression for the geometric term cosO. Chesnavicl S%, and
B3owers13 have obtained an expression for the average value of tO
geometric term from the expression

<coso> - cos(OdO (2)
fP(fldO

where.

Barker and Ridge1 4 have approximated the term by

which results in the expresslon

<cosO[R)> £1 (R k

where £ is the Langevin ftwction.'5

The approach used in this paper is that of Kec,'%6 Andersot-'` .
and Su,'8 and is an alternative to obtaining an explicit huictionat
form for the geometric dependence of the systeft In this appro.ch, the
initial angle was chosen by Monte Carlo sampling and the equatmns of mention
were integrated. This paper assumes that when R reaches a predefined value
(RO) a reaction will occur. This approach obviously suffers from not being
able to predict which of the possible product channels will be popWlated. It
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also does not take into account the internal motions of the reactants, but
it has proven to be predictive of several different reaction' 9 types.

CALCULATION

A trajectory of the collision pair was calculated by integrating the
classical Hamiltonian2° equations for the system:

aH 3H
a~c~i~(6]

where the Hamiltonian H is given by

p 2
H = R V(R) (7)

and x, (t). is the position (velocity) vector of the i"h particle, p, (p
is the momentum (force) vector for tile i particle, and o is the reduced
mass of the system. A trajectory was counted as reactive if the collision
partners reached a separation distance Ro given by the Langevin
Criteria2'

Although several good trajectory programs were available throkigh the ouantum
Citemistry Program Exchange (MERCURY, AD*,C. and CTAMYM1.,P21" they were
not suited for tids study. Therefore, a new program wa_ý written to calculate
the trajectories. This program was written in Hicrosoft Fortrwi V2.O and run
on an IBM-PC microcomputer.

The system of equations generated from Hamilton's formulation, was
integrated using the predictor-corrector method of lhlanuin.g?, Initial
seed values required by the Hawming method were generated by fourth order
Runga-Kutta employag Kutta's coefficients.26  The stability of tie
solution was checked both by rettmiug the step-size of the integration and by
back integration of the trajectory. Calculations begim at 16 A and ended
wheii the traiectnry reachcd R or returned t0 16 A. The impact parmueter b andthe initial angle of approach were choset by random uumber (,-, whore b

was cIDsen from 0 S S I aid was weighted as

b (9)
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and 9 was allowed to vary from 0 -- 21r. Other constants used in this study

were a = 1.48 A3  1.84 D, and q= 4.80 x 10-1 esUt2 7

Two different cases were examined in this study. The first case used
equation (1) without any additional constraints on the motion. In the second
case the system was constrained to maintain a constant orbital angular
momentum (L) by adding an effective potential term of the form28

L2  2ET
2b

2

e 21iR 2 p _=-(0

to equation (1).

The cross-sections calculated were based on the number of trajectories
29

performed and the number of reactions observed. The following equations were
used

or = lblal}r

where b. is Utc maximum impact parameter sampled <Pr> is given by

<P > (,12)

where Nreutvi is the ntmber of reactive trajectories computed mid N is the
total wnuber of trajectories sampled. The estimated percentage error is
given by

S- N(13

For each individual cross-section calculated in this study, 300 trajectories
were calculated, with b., equal to 2.

kESULTS

The results of these calculations are %umrarized in Figure 1. For
case 1, where no constraints are imposed on the system (equation 1) we find
that the cross-section has a m,•irmum occurring approximately at 2 eV and
falls off over the remainder of the energy range.

"'or case 2 (equation i * equation 9), we find that the cross -section
falls off throughoit the range of interest. This cross-section is only imbout
a factor of two above the charge exchange cross-section measured by Lishawa.
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"Salter, and Murad and nearly an order of magnitude less than the total
reaction cross-section reported by Ryan.8

Even though this model gives good agreement with the experimental cross-
sections of Lishawa et. al.,7 it dces not include detailed examination of
the various product channels. Because the model does not incorporate the
various product channels, we expect the calculated cross-sections to lie
above any individual product channel as we observed in case 2. We also would
expect this model to provide only an upper limit to the cross-sections over
the collision energy range. To improve the accuracy of this model, work is
currently under way to provide data on the cross-sections for the various
product channels for this reaction.
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DEVELOPMENT OF A NEW FINITE ELEMENT GRID

FOR LIMITED AREA WEATHER MODELS

by Robert M. Nehs

ABSTRACT

During a preliminary study of the use of finite element

techniques in limited area atmospheric modeling, a new two

dimensional finite element grid was developed. The results

of a follow-up investigation of this grid are reported.

Computer models were developed for a variety of

problems which could be used with either the new grid or a

comparable variable resolution rectangular grid.

Experiments were conducted using the Poisson equation with

either essential or natural boundary conditions and also the

heat equation. Several alternative numerical integration

procedures were tested in the program. Further studies were

conducted using refinements of both grids. The accuracy of

each model generated solution was measured by comparing the

results with the analytic solution at each of the grid

points of the configuration. The relative efficiencies of

the different models were determined by comparing the CPU

times required for the numerical computations.
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1. INTRODUCTION

During the summer of 1986 the author and a graduate

student, Cornell Wooten, conducted a preliminary study of

the application of the finite element method (FEM) in

limited area weather modeling for the Air Force Geophysics

Laboratory under the supervision of Samuel Yee. The

Canadian limited area finite element model was examined,

especially the development of the grid configuration. A key

component of this scheme is a two dimensional rectangular

grid covering a large region containing a smaller area of

forecasting interest. In (4] there is a description of a

finite element two dimensional barotropic model which

employs a uniform high resolution rectangular grid over the

entire domain. In a later paper (51 similar results were

achieved for a limited time period using significantly less

computer time. This was accomplished through the use of a

nonuniform rectangular grid configuration having high

resolution over the area of interest and lower resolution

outside this area. The best results were produced when ths

resolution decreased smoothly from the high resolution

region outward toward the domain boundary (Figure 1). The

savings, both in storage and number of computations, is a

result of the reduction in the number of grid points (or

nodes). However, there are some areas in the outer region

where the resolution is still unnecessarily high.
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It seemed possible that a more economical mesh could be

formed by the use of non-rectanguJar elements outside the

area of interest. Consequently, an alternative

configuration, the RECTRAP grid, was developed as part of

the 1986 summer project. This grid, which consists of a

combination of rectangular and trapezoidal elements,

achieves the same uniform high resolution over the

forecasting area with fewer total elements. Simplified

versions of both the variable resolution rectangular grid

and the new mixed element grid are shown in Figures 2 and 3.

Square ABCD represents the high-resolutlon area of interest

in both configurations. In order to compare these

configurations, a finite element program was written for the

Poisson problem

Uxx + Uyy 0 f

u - g (boundary condition). (1)

It was designed to be used with either of the meshes in

Vigures 2 and 3. Both grids were tested with this program

using f(x) w slnMx) and g(x) o 0 in (1). The corner

diagonals of the domain were set at (0,0) and (1,1) and ABCD

was chosen to be the centered square A = (.25,.25) and

C - (.75,.75). The results were compared with the analytic

solution,
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s in (-w x) Iy 1y
u= e•+ I - I ,

at the grid points. The new grid produced smaller errors

than the rectangular grid at the points inside the high

resolution square ABCD and at approximately half of the

remaining points.

Investigation of the new mesh was continued under a

mini-grant during the spring and summer of 1987. There were

two goals of this research project. The first was to

develop additional software for finite element modeling and

the second was to make further comparisons of the two types

of grids. The principal objective was to determine whether

the new mixed element qrid could achieve nearly as accurate

results more efficiently as the comparable rectangular grid.

During the initial stage of the project both grids were

tested with several choices of f and g in (I). Results were

compared for various placements of the intermediate nodes -

le., the non-boundary grid points outside square ABCD.

Alternative numeric integration techniques were tested next

to determine the effect on the accuracy and efficiency of

the program. A new storage procedure for the FFM system

matrix was also tested. Following this the program was

modified so that the Poisson equation with a different

boundary condition could be studied.
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u +u =fxx yy

ý- + gu = h (B.C.)

At this stage of the project runs were conducted using

larger versions of each of the grids. Software was

developed that would automatically generate the initial mesh

data using minimal input data. Finally, a program was

written for a time dependent problem, the heat equation:

Uxx + uyy M ut

u = f (boundary condition, t > 0)

u = g (initial condition, t m 0).

This program was tested (with each grid) using different

time steps.

The accuracy of each run was tested by comparing the

results with the analytic solution at each node within the

grid. in many cases the root mean squares of the errors and

the percent errors were calculated for the nodes over the

fine mesh square ABCD and also over the entire grid. The

program efficiency was measured using the CPU time required

to assemble the system matrix, impose the boundary

constraints, and solve the resulting system of equations.
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The programs were developed and tested on the AT&T 3B15

at Texas Southern University. After the work was completed

Dr. Nehs traveled to Hanscom AFB in Boston to confer with

Samuel Yee. The results from the research were discussed

along with several ideas for future investigations. Dr.

Nehs also presented an informal seminar during which he

described briefly the project and some of his results. In.

addition to this, many of the project programs were run on

the VAX 8650 in the Geophysics Laboratory at Hanscom. The

results from these tests were essentially the same as those

obtained from the 3B15, although the computer times were

reduced considerably.

Dr. Robert Nehs was the Principal Investigator for this

research project. Dr. Oscar H. Criner and Dr. Victor Obot,

two faculty members at Texas Southern University, assisted

him as Senior Investigators. Mr. Cornell Wooten served on

the project as a Graduate Research Assistant.
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2. SUMMARY OF RESEARCH

2.1 Placement of Intermediate Nodes

Each grid in Figures 2 and 3 contains an inner central

square ABCD covered by a uniform rectangular mesh that is

surrounded by two layers of rectangles or trapezoids. The

corners of the domain boundary (the outer square) are fixed

at (0,0), (0,1), (1,1), and (1,0) while those of the inner

square are A = (.25#.25), B a (.25,.75), C = (.75,.75), and

D = (.75,.25). The intermediate square EFGH can be located

anywhere between; E = (h,h), F = (hl-h), G = (l-h,#-h), and

H = (l-h,h) where h is the distance from the outer square to

the intermediate square, 0 < h < .25.

The effect that the location of the intermediate square

had on the results was studied first. A program was

developed that would produce results from the finite element

model of Equation (1) for up to ten different values of h

and compare each set of results. The error was measured at

the grid points, where the error equals

value of analytic solution - approximation from proaram.

A test run was made with each grid for f * sinw() and g - 0

using the following values for h:

h a .025, .050, .075, .100, .125, .150, .175, .200, .225.

The results from the rectangular grid are consistent; the
541
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errors are minimized at every node when h .15. The results

from the RECTRAP grid are less conclusive. Within the inner

square ABCD the minimum errors are obtained for

.125 < h < .200; the larger values of h produce best results

at the most central nodes and the smaller values of h give

better approximations at the nodes away from the center of

the grid. The root mean square (rms) of the errors over the

central grid nodes is minimized when h = .15. Generally, the

RECTRAP grid achieves more accurate results over the central

grid points while the rectangular grid produces better

results over the intermediate nodes.

Similar tests were conducted for various choices of f

and g in Equation (1):

54-14
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PROBLEMS

f g

1. sin (wx) xy

2. sin (wx) sin (x)cosh(y)

03. sinf(wx)sinh(Wy)

4. 0 sin(lrx)cosh(-wy)

5. cos (ix) sinh (-y)

6. 0 cos(wx)cosh(1ry)

7. -sin (wx) sin (-y) 0

8. -sin (iax) sifn (y) sin (x) cosh (y)

sin (vx) cos ('wy)
9. -s in (Wx) cos (wy) 2rr

In each case the rectangulat grid gives optimal or near

optimal results at each node within the inner squore when

h w .15. The results at the intermediate nodes tend to

improve when h is decreased. Altogether, the errors are

minimized over the entire grid, as measured by the rms, for

h between .125 and .175. The results from runs using the

RECTRAP grid are not as definite. The value of h which

produces the minimum error at a particular node depends on

the node and the problem to a greater degree than with the
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rectangular grid.* Generally, the optimizing values of h for

the nodes within ABCD range from .100 to .175 while the rms

is minimized or nearly minimized when h = .15. In two

extreme cases (Problems 4 and 5 above) the majority of the

central nodal errors are minimized for h = .200 and .225 and

the rms is minimized when h is .200. The results for the

intermediate nodes are even more mixed. In some cases each

value of h produces a minimum error for at least one

intermediate grid point. For most of the runs the rms of

the errors over the entire grid is minimized when h is .125.

In Problems 4 and 5 the best value of h is .175 or .200.

The model was run with each of the problems above using

h * .15 in both grids. The errors from each of the grids

were compared. In most cases the RECTRAP grid give better

results at the nodes toward the center and the rectangular

grid produces smaller errors at the nodes further away from

the center. In three of the problems the rectangular grid

produces better results over the entire domain; however, the

results from the RECTRAP grid are improved toward the center

when h is increased. The results over the intermediate

nodes tend to be better in all cases when the rectangular

grid is used. When h = .15, the error rms over the entire

grid is better for the rectangular grid, in most cases by a

factor between 1.5 and 3. The value h - .15 was used with

both grids for the remainder of the project.
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2.2 Alternative Numerical Integration Formulas

In the FEM program each element in the mesh is mapped

onto a standard square es with vertices (+1,+I). The

integrals necessary to determine the system matrix are

calculated over es using numerical techniques. In the

original program the 9 point (3-by-3) Gaussian quadrature

formula was used to approximate these integrals. Software

was developed during this project so that the model could be

tested using alternative numerical integration schemes; the

Gauss 4 point (2-by-2) and the Gauss 16 point (4-by-4)

quadrature formulas, the product trapezoidal rule, and thp

product Simpson rule. The two dimensional trapezoidal rule

for es is a four point formula based on a bilinear

interpolation of the integrand evaluated at the four

vertices:

f + f 2  f3 f 4 "

The two dimensional Simpson rule for es is a nine point

formula using a biquadratic interpolation:

4(fl f 2 +f 3 +f 4 +4 (f5+f 64 f 7 +f8)*16fg),

where f 1 ,f-2,f 3 ,f 4 are the values of the iintegrand f at the

vertices, f 5 ,f 6 ,f 7 ,f 8  are the values of f at the midpoints

of the sides of es, and f 9 is the value at the center. Each

of these four integration Schemes was tested in tha FEM
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program using the original problem (f = sin(iX), g = 0) and

h = .15 for both grids. The approximations produc(ed from

each of the three Gauss rules and the product Simpson rule

are almost the same for the rectangular grid. However, when

the product trapezoidal formula is used, the errors are

reduced significantly at each of the nodes, especially those

within ABCD. At first this seemed surprising since this is

the simplest of the five schemes which, together with the 4

point Gauss forminla, requires the fewest calculations per

application. The phenomenon is probably explained by the

facts that the mapping of each rectangular grid element onto

es is bilinear and the errors are measured at the element

vertices.

The five numerical integration procedures were also

tested with the R..CTRAP grid togethe with combinations in

which a higher order rule was used for the trapezoids in the

grid. These consisted of the n point rule for the

rectangles and the Gauss m point. •u•ui-, for the trapezoids,

n < m, and also the traptzo.id l r-I~e and Simpson's rule for

the tectangles and the trApezoids respectively. As before,

the Gauss formulas, the mixed Gauss formulas, and the

product Simpson, ruIQ proiuced sfimilar rasults. However,

unlike the test6 with thp rectangular grid, the use of the

product trapezoidal rule gave the largest errors at eahn

node. (The mappings of trapezoids onto es aro not

54-18



bilinear.) The combination of the trapezoidal rule and

Simpson's rule yielded the smallest errors at some, but not

all, of the nodes.

2.3 Skyline Storage

The finite element procedure produces a system of

linear equations which can be represented by a matrix

equation S-D = C. Generally S and C are called the system

matrix and the system vector respectively. In the original

program the system matrix was stored in a packed form

determined by the half-bandwidth of the sparse symmetric

matrix S. (The half-bandwidth of a matrix equals the

maximum number of entries of any one row from the diagonal

term to the last nonzero term.) If S is an n x n matrix and

m is the half-bandwidth, the packed matrix S* is an n x m

matrix, Any row of S* contains the first m terms of the

corresponding row of S starting with the diagonal term.

Thus S* contains all of the nonzero terms of S on or above

the diagonal.

The skyline packing procedure, described in (1], is an

alternative storage technique for sparse symmetric matrices.

Each column of S from the diagonal term up to the last

nonzero term is stored in a vector V*. A second vector N is

needed for bookkeeping purposes, VWk) u the numbet of terms

stored in V* from column k of S, I < k n n. Obst,!;.-e that S*
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and V* are floating point arrays while N is fixed point.

Generally the use of the skyline procedure will reduce the

storage requirements and the number of calculations

necessary to solve the system of equations. Furthermore, it

is easier to modify this process when S is non-symmetric.

EXAMPLE

S S V N

1.0 2.0 4.0 0.0 0.0 1.0 2.0 4.0 1.0 1

2.0 3.0 0.0 0.0 0.0 3.0 0.0 0.0 2.0 2

4.0 0.0 5.0 6.0 0.0 5.0 6.0 0.0 3.0 3

0.0 0.0 6.0 7.0 0.0 7.0 0.0 0.0 4.0

0.0 0.0 0.0 0.0 8.0 8.0 0.0 0.0 0.0

5.0

6.0

7.0

8.0

This procedure was tested with each grid using modified

versions of the original FEM program. The final results are

unchanged but the CPU times are improved slightly. (See

Section 2.7 for a discussion of the CPU times for the

different programs.) The following table compares the

storage requirements for each matrix packing technique when

the grids in Figures 2 and 3 are used.
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GRID NUMBER OF ARRAY TERMS

S S V* N

rectangular 6561 891 801 81

RECTRAP 3249 627 541 57

2.4 Other Types of Boundary Conditions

The boundary of the problem domain, denoted by G, is

the outer square. The boundary constraint in Equation (1),

u = g on G, is an essential boundary condition; it is

imposed directly on the approximating function u at the

boundary nodes. Equations (2) and (3) below list other types

of boundary conditions (n represents the outward unit normal

vector to the boundary).

55 + gu = h on G (2)

u = g on G, ýu =_'n 3
u1, -hon G 2, G = GlUG 2  (3)

Equation (2) represents a natural boundary condition, the

system matrix S and the system vector C are modified to

implement this constraint. If f)6i) is the set of finite

element shape functions, ig~i~jdG is added to the ij-term

of S whenever nodes i and j are the endpoints of a boundary

segment and ,h0idG is added to the i-term of C when node i

is a boundary node. Boundary condition (3) represents a
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mixture of the two types of conditions, the firs- one is

imposed on u at the boundary nodes along G1 and the second

one is used to modify those terms of C corresponding to the

nodes on G20

Using techniques in (1], the finite element program was

modified to model boundary value problems of the form

u xx I Uyy = f

b- + gu = h on G. (4)

It should be noted that the FEM method is applicable to this

type of system provided g > 0 (31. The new program was

tested on the six problems listed below.

Boundary Value Problems (Equation (4M)

(2 -(eYe if x=0,11
l e Y+e

1. f = sin(,rx), g = 1, h =sn•.,_
[2 + sinewrx) .e0-l , if y=0,1

eT ' O+ 1

if x=0,l

2. f = 0, g i h 0, if y=0

relts5n (4rx) 2if y=l
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-2•re , if x=0,1

3. f= 0, g = 1, h if y=0
S2W+ 2mws in (wx) ,if y=1

4. f -(sin(irx)+sin(wy)+2sin(,-ix)sin(wy)), g = w, h = 0

20-cos (wy)
, if X=0,l2vr

-sin (1rx) cos (#y) 20+sin (wx)
5. f, g = 1, h = , if y=0

20-sin (Yrx)
2i" It if y=l

In most of these tests the errors tend to be more

uniform over all of the nodes for the rectangular grid. The

RECTRAP grid produces better results over most of the inner

square nodes in Problems 4 (4/5 of the nodes) and 5 (about

2/3 of the nodes). However, in the first three problems the

RECTRAP mesh gives larger errors at all of the grid points,

often by factors ranging from 3 to 4.

2.5 Grid Refinements

The next stage of the project consisted of testing the

FEM model usinq larger grids covering the same domain. This

involved refining each grid by adding more elements. Grid

refinements should improve the accuracy of the results at

the expense of increased computer storage and computations.

Each grid may be pictured as an inner square ABCD covered by
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I
a uniform rectangular grid containing p nodes per row and p

nodes per column. This is surrounded by layers of rectangles

or trapezoids separated by intermediate squares (EFGH in

Figures 2 and 3). If there are q such squares, then there

are q+l layers. In the original grids, p = 5 and q = 1.

Software was developed for testing larger grids of these

types. The only data required for the program consists of

the values of p and q and the distances h from the outer

boundary to each of the intermediate squares. The initial

mesh data for each grid is generated by the computer. Tests

were conducted with each grid using p 10 and

q = 1, 2, and 3. The first problem, Equation (1) with

f = sin(-rx) and g 0, was used for these models.

:4 54-24



p q h

1. 5 1 .15 (original grids)

2. 10 1 .15

3. 10 2 .12, .20

4. 10 3 .06, .125, .19

Grid Number of nodes & elements, half-banewidth

1. rectangular 81 64 II

RECTRAP 57 48 11

2. rectangular 196 169 16

RECTRAP 172 153 16

3. rectangular 256 225 18

RECTRAP 208 189 18

4. rectangular 324 289 20

RECTRAP 244 225 20

Again the errors over the rectangular grids are more

uniform. The errors over the fine mesh nodes tend to be

smaller for the RECTRAP grid than for the comparable

rectangular grid. In fact, many errors at the more central

nodes of the original RECTRAP grid (p = 5, q = 1) are no

larger than the corresponding errors for the larger

rectangular grid (p = 10, q = 2). Howevee, the results for

the intermediate nodes are generally more accurate for the

rectangular grid than for the RECTRAP grie of the same

refinement. The errors decrease with each refinement of the

rectangular mesh (by factors of 1/2 from p=5, q=1 to p=10,
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q=l; 2/3 from p=10, q=1 to p=10, q=2; and 5/6 from p=10, q=2

to p=10, q=3), the best improvement is observed with the

first refinement. On the other hand, the results are not

improved to a great extent when the RECTRAP mesh is refined

by increasing p from 5 to 10 and keeping q fixed at 1. The

errors are decreased when the RECTRAP mesh is refined by

fixing p = 10 and increasing q. (In the center the errors

are decreased by factors of 1/2, from q=1 to q=2, and 2/3,

from q=2 to q=3.)

It should be noted that the choices of h were somewhat

arbitrary, no attempt was made to find the optimal

placements of the intermediate squares for the grid

refinements.

2.6 Time Dependent Problems

During the final phase of the project a FEM model was

developed for the initial value-boundary value problem in

Equation (5) (the heat equation):

Uxx + Uyy = Ut

u a f on G, t > 0,

u a g for t 0. (5)

There are several methods for treating such problems; for

example, see (1], (2], r6], and [7]. Some of the more
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* successful modeling techniques employ a combination of a

finite element scheme for the spatial xy-coordinates and a

finite difference discretization of the time interval. The

model developed for the project uses either of the simple

grids (Figures 2 & 3) for the xy-domain at each time step

and a Crank-Nicholson finite difference scheme to move from

one time step to the next. A uniform grid was used for the

time interval (0,T],

S ~0 = to < tl < ... < tn = T,

4t = tj - tj_1 is the same for each j. The solution is

assumed to be of the form

u(x"ypt) = •i M)Oi (x y),

where Oi, i=l,2,...,n, are the finite element shape

functions and di(t) are the unknowns in the problem at each

time step. For each time step, t = tj, finite element

techniaues based on variational principles are used to

produce a linear system of equations

A'D + B.D = 0.

Here A and B are system matrices containing terms involving

the integrals of products of the shape functions or their

derivatives. D and dD/dt are system vectors containing the
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terms di(tj) di(tj) respectively. To solve this equation

the terms of D are replaced by

di(tj) + di(ti-l!

2

and those of dD/dt by

d (t ) - d-(t 1)

The system can be rewritten in the form

S'OD C, where

S IB + I A,

C B- A)BDI

D (di(tj)), and D1 i (dj(tj-l)), i~l,2,...,n.

This system can be solved for D whene~er D1 is determined.

(Observe DI at time step tj equals D at time step tj.l.)

The initial condition, u -g, is used to determine D1 at the

first time step to a 0. The essential boundary condition,

u a f$ is imposed for each calculation of A and B.

Tests were conducted using two sets of initial-boundary

conditions in Equation (5):
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1. f = e-2t (sin(Vx) + sin(wy)) + 2

g = sin(,x) + sin(wy) + 2,

and

S1 0 0 e _ T 2 t
2. f 100e (sin(1rx) + sin(wy)) + 2

g 100(sin(wx) + sin(wy)) + 2.

Problems 1 and 2 were run using both grids with each of the

following time intervals:

t-lnterval 4t # of time steps

a. roI0] 110

b. 10,5] .1 50

c. t0,i] .01 100.

For comparison, the value of 4 m y for the rectangular

grid covering ABCD is .125. Since the Crank-Nicholson

procedure is unconditionally stable for this problem, the

approximate solution will (eventually) converge to the

correct values as t increases for any value of 4t. However,

smaller time steps will produce more accurate results at

each time step. The rms of both the errors and the percent

errors over the fine mesh nodes and over thq intermediate

nodes were printed for each time step.
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The following table compares the the percent error rms

for the first and last time steps from the tests with

Problem 1 above.

grid 4t T rms % errors

ABCD nds. int. nds.

rectangular 1 1 34.2 18.6

10 5.32 3.92

RECTRAP 1 1 35.1 19.5

10 5.62 4.22

rectangular .1 .1 2.06 1.26

5.0 .0007 .0004

RECTRAP .1 .1 2.86 1.97

5.0 .042 .009

rectangular .01 .01 .0568 .0445

1.00 .0001 .0001

RECTRAP .01 .01 .363 .289

1.00 .0002 .0001

In each run the errors are smaller over the intermediate

nodes than the central nodes. There is little difference

between the results from the rectangular grid and those from

the RECTRAP grid when 4t = 1; however, the results produced

by the rectangular grid are noticeably better when At is .1

and .01. In the first two cases the errors decrease with
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each time step for both grids while in the last case

(4t = .01) the errors increase during the first 6 to 9 time

steps and then decrease thereafter.

Generally the results from Problem 2 have a similar

pattern, although the errors are larger and the convergence

is slower. There is one difference, when At = .01 the

errors exhibit oscillatory behavior at first before

decreasing toward zero. As in the first problem, the

rectangular grid produces more accurate results at each time

step than the RECTRAP grid when At is .1 and .01.

2.7 Program Efficiency

The CPU times required for the calculations in most of

the programs were recorded so that comparisons could be

made. The times for computing the terms of the system

arrays, assembling these, and solving the corresponding

system of equations were included while the input-output

times and the mesh initialization times were excluded. The

times are listed below, those from the AT&T 3B15 first (in

minutes:seconds) followed by the VAX 8650 (in seconds):
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Programs using the irnitial grids (Figures 2 & 3)

1. Original problem, Equation (1):

RECTRAP grid: 1:35.27 0.09

rectangular grid: 2:04.78 0.14

2. Alternative integration techniques:

Gauss 4 point: RECTRAP grid: 0:48.39 0.05

rectangular grid: 1:03.69 0.09

Gauss 9 point: RECTRAP grid: 1:35.08 0.09

rectangular grid: 2:04.48 0.13

Gauss 16 point: RECTRAP grid: 2:40.67 0.15

rectanqular grid: 3:30.62 0.20

product trapezoid: RECTRAP grid: 0:40.08 0.05

rectangular grid: 0:52.04 P.07

product Simpson: RECTRAP grid: 1:22.41 0.09

rectangular grid: 1:47.11 0.12

combined techniques; RECTRAP grid only:

Gauss 4 point, 9 point: 1:18.64 0.09

Gauss 4 point, 16 point: 2:02.61 0.13

Gauss 9 point, 16 point: 2:17.22 0.15

pr. trap., pr. SiMp.: 1!07.86 0.08

3. Programs using skyline storage, Equation (1):

RECTRAP grid: 1:32.45 0.09

rectangular grid: 1:50.95 0.14

4. Alternative boundary conditions, Equation (4):

RECTRAP grid: 1:39.59 0.10

rectangular grid: 2:12.02 0.14
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Programs using larger grids, Equation (1):

5. p = 10, q - 1

RECTRAP grid: 5:34.74 0o..32

Srectangular grid: 6:12.13 0.36

6. p = 10, q = 2

RECTRAP grid: 7:15.42 0.43

rectangular grid: 8.41.93 0.51

7, _, - I0, q 3

RECTRAP grid: 9:03.06 0.52

.ectangular grid: 11:39.93 0.68

Time dependent problems# Equation (4); Figures 2 & 3 grids:

B. 0 < T < 10 t 101.0:

RECTRAP grid: 2:43.29 0.14

rectangular grid: 3:43.57 0.21

9. 0 < T s5 4t 0 o.1:

RECTRAP grid: 6:24.86 0.5

rectangular grid: 9:05.26 0.52

10. 0 < T _< 1, t - 0.01:

RECTRAP grid: 11:00.57 0.60

rectatigulnr grid: 15:Q0.81 0.95

The ratio of the running time using the RECTRAP grid to

that using the rectangular grid (trap:rect) is approximately

.76 for each run using the simple grids in Figures 2 and 3.

(These ratios tend to be smaller for the VAX.) There is a

sliqht decrease of this ratio in the time dependent problems
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as the number of time steps increases (trap:rect = .69 for

the runs with 100 time steps). The ratio of the number of

elements in these grids is .75. The running time ratios for

the mesh refinements are also approximately the same as the

corresponding element ratios (.90 when p=10, q=l; .83 when

p=10, q-2; .78 when p=10, q=3).

I
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3. CONCLUSIONS AND RECOMMENDATIONS

The comparative accuracy of the two grids appears to

depend on the problem modeled. The errors are more uniform

over the whole domain when the rectangular grid is used in

the program. In many runs the RECTRAP mesh tends to give

smaller errors than the rectangular mesh at the nodes close

to the center and larger errors at the outer nodes. In

every case, however, the RECTRAP grid requires lass

computation time for a given problem. It was observed that

the comparative efficiency of the two types of grids can be

measured by comparing the total number of elements in each.

The experiments with different placements of the

intermediate square EFGH in Figures 2 and 3 indicate there

is an optimal location of this square in the rectangular

grid that minimlze the errors at nearly every node and that

this is nearly the same uith each problem tested. No such

ideal location is observed for the RECTRAP configuration.

Different placements produces optimal results at different

nodes and these vary from problem to problem. This may be

one advantage of the rectangular grid.

The alternative integration techniques produce little

change in the results with the exception of the product

trapezoidal rule. When this numerical scheme is used in the

models, the errors are noticeably decreased for the
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rectangular grid and increased for the RECTRAP grid. It

also requires the least amount of CPU time with each grid.

This might suggest that the product trapezoidal integration

scheme is the best one to use for the rectangular grid,

although comparisons of errors at points other than the

nodes should be made first.

The skyline matrix storage procedure improves the

crmputational times slightly without affecting the results.

Tests using the natural boundary condition in Equation (2)

produce similar results, although the rectangular grid tends

to out perform the RECTRAP grid at more nodes than in the

earlier runs. There is a slight increase in CPU times, too.

When larger grids are used in the FEN model, the errors

are decreased and the CPU times are increased. Results from

the rectangulaz grid model seem to improve the most when the

grid over the inner square ABCD is refined. The addition of

extra intermediate squares to the RECTRAP configuration

tends to enhance this model's performance the most.

The experiments involving time dependent problems

indicate that the rectangular grid produces better results

and faster convergence over both the inner square nodes and

the intermediate nodes. This may be explained by the fact

that the larger errors which the RECTRAP mesh seems to

produce at some of the intermediate nodes tend to propagate
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over the rest of the domain at later times steps. Further

tests should be conducted to see if smaller time steps are

required for the RECTRAP grid in general time dependent.

problems. If this is the case, the efficiency gained in

using the RECTRAP grid for the spatial variables would be

lost for dynamic problems because of the increase in the

number of time steps.

The results from this project have not demonstrated

conclusively that the new RECTRAP grid is a vlable

alternative to the rectangular grid. Too many questions

remain unanswered. However, further investigations can be

conducted using the software developed for this work.

RECOMMENDATIONS

1. Errors at points other than the grid nodes should be

compared. One suggestion is to develop software that

would approximate the L2 -norm of the error.

2. Experiments using different placements of the

intermediate square in Figures 2 and 3 should be

conducted for the alternative boundary value problems

t in Equation (4) and the time dependent problems in

Equation (5). These would be similar to the studies

A carried out for Equation (1).

3. The alternative integration techniques should be
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Investigated further. One question to be answered is

whether the product trapezoidal rule is the best

integration scheme for the rectangular grid in a wide

variety of problems.

4. The effect of different placements of the intermediate

squares in the larger refined grids should be studied

systematically.

5. Models of additional time dependent problems, such as

the wave equation, using both types of grids should be

developed. These problems should include ones using

alternative types of initial and boundary conditions.

6. Another popular type of two dimensional grid employs

triangular elements. Either grid studied during this

projects may be converted to such a grid without

adding any nodes by subdividing each rectangle and

each trapezoid into two triangles. Software should be

developed fot :models using these grids for similar

studies.

7. The basic configuration of the two grids in Figures 2

and 3 can be altered to give a better representation

of the model grid pictured in Figure 1. The inner

square ABCD should be reduced and offset so that it is

no longer centered in the domain.

54-38



8. A model for a linked system of equations, such as the

shallow water equations, should be developed for

study.

5-
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AUTOMATIC PROGRAM GENERATION FROM SPECIFICATIONS

USING PROLOG

by

Alex Pelin

ABSTRACT

During the summer of 1986 Michael Slifker and I built a program which

generated Prolog programs from input/output specifications. The system was able

to generate correct programs for sorting lists. The system used abstract data

types as models for data.

This suimwer I worked on extending the system by adding new abstract

data types and developing new heoristics. I developed a generate and test

program to *e used in building the output program. Paul Morrow wrote an

interface that allows the user to enter commands in English. More work needs to

be done in this area since the system needs sharper heuristics and more

predefined data types.

Considerable attention was given to the problem of validating the input

specifications. This problem is difficult, but it is crucial in the program

generation process. A wrote a PROLOG program that implemented the Knuth-Bendix

completion procedure for a set of equations. I also used the interactive

theorem prover ITP to validate data type specifications. Both methods are

useful tools, but they require large amounts of internal memory and high run

time. Data type validation can be made more efficient by using more heuristics

and by employing conditional term revriting system.

Progress has been made in the study of the applications of the terms

rivriting systems to automatic program generation. More york needs to be done

In this area.
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1. Introduction

During the summer of 1986 I had an USAF-UES faculty research fellowship

at the Weapons Laboratory, Kirtland Air Force Base. I worked together with a

graduate student, Michael Slifker, on designing and implementing an expert

system which generates Prolog programs from specifications. The system was

writen in Prolog and it was able to generate correct programs for simple

sorting problems.

By its scope this project falls in the category of program synthesis.

Program synthesis is the area of computer science which develops systems that

generates programs from specifications. The two main objectives of this area

aresz

1. To develop formalisms which can describe programming tasks, and

2. To create systems which translate formal specifications into high

level language code.

This area is considered part of Artificial Intelligence ( Al since it

uses Al techniques to generate software.

Our program synthesizer took the following specifications as input:

1. A destription of the input data type;

2. A description of the output data type;

3. A description of the input/output relation;

4. A set of tests;

5. A set of transformations.

Figure 1

Based on those zpecifications, the program generator created a program

which took as input an itool i, bloaging to the input data type and produced
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an itj.m, .o, belonging to the output data type. The pair io satisfied the

input/output relation. The synthesizer used only those transformations and

tests specified in the input set.

In one example the user specified the input data type to be list of

wvhole numbers and the output data type to be list of whole numbers sorted in

increasing order. The input/output relation was that the output must be

obtained from the input list by switching the contents of selected consecutive

pairs of list elements. The set of tests consists of.checking if a pair of

consecutive list elements is in the right order. The synthesizer produced a

correct Prolog program for this problem.

The system used the language of abstract data types developed by the

ADlJ group 1[71) for specifying-the input and the output data. In this approach

'Aata items are seen as terms which are freely generated by a set of operators

((21], r7). The semantics of the data type is given by a set of equations

(conditional equations).defined on this set of terms.

The transformations are ptrt of the data and are also kescribed by

equations. The tests are part of the contrcl structure of the generated program

•They are functions on 4t-ings. As such 'they do not preserve equations. The

difference be.veen transforma,-ions ard, tests is illustrated-by the following

example.

ihe inversion of two consecutive elements in a list can be described

by the equation i

NV, ((mst[ntListjj - (n[ImiListli (2)

5ince INV is part of thE data then we must add the equation

INV ( Anylist ) - Anylizt (3)

Equations 2 and 3 vield the equality ImlnILisciI w injmiListi], where

m and n are whole numbers and List is a 1-st of whole numbers. A particular
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instance of the last equality is [1,21 ( 2,11 . The notation [m,nJ is used to

denote the list (al[nI[11]. The test (predicate) SORTED, which checks if a list

of vhole numbers is sorted in increasing order, is given by the system of

equations shown below.

1. SORTED (Q)

2. SORTED ([1m])

3. m <= n --- > SORTED ([ml[niList]]) -- SORTED ([niList])

4. n < m --- > - SORTED ([ml(nlList]])

Figure 4

In figure 4 (1 stands for the empty list, (m] is a single element list

containing the whole number m, m and n are whole numbers and List is a list

of whole numbers. The sign - denotes negation. The symbol =. stands for

equality of tests. If x . y then this equality of x and y is obtained

strictly from the equations that define the data types (without the equations

that define transformations ) and the equations that define the predicates

(tests). In the case of the previous example the relation 11,21 * (2,11 holds

but the relation SORTED ([1,2)) -- SORTED ([2,11) does not. This is so since

SORTED ((1,21) is true while SORTED ({2,1]) is false.

During the Fall of 1986 I applied for a minigrant to extend this system

in the following directions i

1. Expand the knowledge base of the system to include

more data types;

2. Augment the system by adding term revuiting systems;

3. Add an interface that allows the user to describe programs

in Englishl

4. Include more heuristics to handle the set of transformations.

Figure 5

The request for the minigrant vas approved and I started working on
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the project in January 1987. From May 12 1987 until September 7 1987 , I was in

Albuquerque. During that time, I worked full time on the project. I used the

Sun 3/160 from the Veapons Laboratory for implementing several programs. The

programs were run using the PROLOG interpreter POPLOG, with the exception of

the user interface, which was vriten by Paul Morrow in Turbo Prolog. The

programs were tested with several data sets. Copies of the programs and of the

results of those tests can be found in the appendix. I also used the

interactive theorem prover ITP to validate data type specifications.

Progress was made in developing a theoretical basis for the concepts

employed in the project. Papers [161 and [171 describe these advances. Papers

1161 and [17] deal with the AI aspects of the system.

The report is organized as follows. Sections 2-5 deal, respectively,

with the directions 1-4 listed in figure 5. Section 6 contains recommendations

and section 7 has-the bibliography.

2. Adding New Data Types

One objective of the project was to create a library of predefined

data types. In the summer of 1986, the data types boolean, whole number and

list of whole numbers were created. Last summer I implemented the data type

array. In (21 one can find sets of equations that define the data types

integer, rational, queue and set, There is no problem in implementing these

types, since they are defined in a structured way.

Last summer the main concern was the validation problem for abstract

data types. For example, data type list of whole numbers was defined as having

three sorts (types)i boolean, natural and list. Each type is defined as a set

of strings that must satisfy a set of equations. The sets of strings are

generated by the following production rules s
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natural --- > 0
natural --- > successor(natural)

list --- >11

list --- > [natural I list)

boolean --- > True

boolean --- > False

boolean --- > natural <= natural

Figure 6

Figure 6 states that : the whole numbers are either 0 or the successor

of a whole (natural) number and the lists are either the empty list or are

obtained by inserting a natural number in front of a list. The boolean values

are the constants True and False and expressions of the type natural <- natural

. The semantics of the data type is given by the set of equations shown in

figure 7.

1. n <a n a True

2. n <a m - True --- > successor(m) <- n - False

3. n <a m w True --- > n <. successor(m) a True

Figure 7

Figure 7 states that n <i, n is true that n <- m true implies that the

relation successor(m) <. a is false and that n <a a true implies that the

relation <w holds between n and successor(m). At this point, one may want to

check that the relation <- is veil defined. This means that for all natural

numbers m and n the foloving statements are true i

1. The term n <w m evaluates to either True or False, and

2. The boolean constants True and False are not equal in the system of

equations that define the data type.

The above problem Is a data validation question.

Data type validation is the problem of deciding if a certain property
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follows from the set of axioms that define the data type. As such, it is an

automatic theorem proving problem. There are three methods that can be used to

validate abstract data type specifications • first order logic, induction and

term rewriting systems.

The progress in automating induction has been slow ([41,[61,114]). The

area is crucial to automated theorem proving since many abstract data types are

inductively defined. More research needs to be done in this area.

Last summer I used first order logic and term rewriting systems as data

type validation tools. The role of term rewriting systems in this project is

discussed in the next section.

The interactive theorem prover ITP ([151) was used to validate first

order specifications for data type array. This theorem prover uses the

resolution method ([22]) to prove theorems. It can operate either in the batch

mode, or in the interactive mode. In the interactive mode the human picks the

clauses that are used to generate new clauses. In the batch mode the system

makes this decision. The system uses three lists : an axiom list, a set of

support list and a demodulator list. This theorem prover works as follows. It

takes a clause from the set of support, called the 'given clause' , and uses it

to generate nev clauses by applying demodulators (simplifications) from the

demodulator list, and by unifying it with the clauses in the set of axioms. The

new clauses are added to the set of support. Since the system proves theorems

by refutation, the user must choose the three lists it such a way that the set

of Ausatisfiable clauses is not included in the set of axioms. The user must

also pick the inference rules that are used (like hyperresolution,

3UR-Resolutiont binary resolutionunit resolution, factoring, paramodulation) to

obtain now clauses. As a general rule, the faster inference rules do not

guarantee refutation completeness ,i. e. they do not always reach a
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contradiction vhen the set of clauses is unsatisfiable. The main problem with

resolution based theorem provers is that they generate an enormous number of

useless clauses. In the interactive mode, the user can delete clauses, move

clauses from one list to another and choose the 'given' clause.

The PROLOG definition of the data type array is shown on page 1 of the

appendix. The translation of these PROLOG clauses into first order clauses is

shown on page 2 of the appendix. The data type array(type) is a parameterized

data type ([2]). This means that the type of the array is a parameter to the

program (equations) that define the data type array. The elements of

array(type) are terms of the form pair(x,v), where x is a natural number,

called the subscript, and v is an item of sort type.

The program vriten on page 2 contains ITP clauses. In ITP variable names

start with letters u through z. Names starting with capital letters or with the

small letters a-t denote constant predicates or constant functions. The sign

' stands for disjunction (logical or).

The predicate ARRAY was defined as an expression containing the

predicates RELATION, SET, FUNCTIONAL and CONSECUTIVE. ARRAY (xl,x2,x3) means

that x3 is an array of type xl and size x2. The definitions shown on page 2 of

the appendix state that the relation ARRAY(xl,x2,x3) holds if and only if the

predicates RELATION (x3), FUNCTIONAL (x3), SET(I4ATdomain(x3)),

SET(xl,codomain(x3)) and CONSECUTIVE(NAT,ZEIO,x2,domain(x3)) hold. RELATION(x3)

holds if x3 is a set of ordered pairs, SET (yly2) is true if all elements in

the set y2 are of type yl, and FUNCTIONAL (x3) is true if x3 does not contain

two elements# pair(ivl) and pair(iv2), with vlwv2. The functions domain and

codomain are the domain, respectively the codomain of a relation.

CONSECUTIVE(NAT,ZERO,x2,doaain(x3)) requires from the set of subscripts ( the

domain of x3) to contain all natural numbers betveen ZERO and x2 (the size of

the array) .The operation change( A, I, relval(IA), J, relval(JA)) switches

59-11



I!

the contents of locations I and J in the array A, when I and J are valid

subscripts, and leaves the array unchanged when either subscript is out of

bound. The function relval(I,A) is the value of the I-th location of the array

A.

I tried to prove that change ( A, I, relval(I,A), J, relval(J,A)) is an

array of the same size as A. I was not successful. The ITP program ran for more

than 3 hours and it generated 2,000 clauses but it could not find 'a

contradiction. I repeated the procedure several times by using different

partitions of the set of clauses into the three lists (axioms, set of support

and demodulators) but the result was the same. I proved, using ITP ,that B 1s a

relation. Even for this proof ITP generated several hundred clauses in the

batch mode. The reason for such poor performance is the following. In order to

prove that a clause C is a consequence of a set of clauses S, the clause C is

negated and the theorem prover is used to derive a contradiction.-Since C is a

consequence of a subset T of S, the clauses in S -T are useless. At each step

ITP chooses the 'given' .lause from the set of support. If the 'given clause'

is chosen at random, the ratio between the number of clauses "that are "

consequences of the subset T alone and the number of all claum decaes

exponentially in the number of steps. Sinte ýmany of the clauses generated by

the -set T alone, are also useless in proving CO the complexity of -this 'pro'ess•

is wvrse than than exponential. For this reason, it. is yorth to develop

algorithms that eliminate useless axioms. The problem is important, since ans

Inexperienced uservmay keep adding axioms hoping that he vill get the desired

properties'and thinking that redu6dant equations do no harm. A structured

definition, of :ýthe data type will certainly help. I found !P to be tiseful Vhen
the user knows how to weed out -useless clauses and it vas of no use when it was

exployed in the batch node. I proved a simple theoreti in the ax1omatic set

P I
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theory calculus in less than 30 steps while ITP, operating in the batch mode, L
generated more than 600 clauses before reaching a contradiction.

3. Adding Term Reviting Systems

The purpose of using term rewriting system was two-fold. They can be

used for validating data type definitions and they can be employed in the

program generation process. Term rewriting systems are sets of rules of the

type terml --- > term2. A term T is simplified by a rule terml --- > term2, if

some instance of terml in T is replaced by the corresponding instance of term2.

In this case the term T called reducible. Othervlse, T is called a normal form.

If T' is the result of replacing, in T, the instance of terml by the

corresponding instance of term2 then it is said that T reduces to T'.

Of particular interest are term rewriting systems which are terminating

and confluent (1101). A term rewriting system is terminating if there is no

infinite chain of terms T0,T1,T2,...,Tn,.., such that TO reluces to Ti, Ti

reduces to T2 and so on. A term rewriting system is confluent, if the order in

which the rules are applied is irrelevant to the final outcome. If a term

rewriting system is both terminating and confluent, then every term has a

unique normal form.

Knuth and Bendix (1131) give an algorithm for finding a confluent and

terminating term rewriting system for a set of equations B over a free algebra.

The data types used in this project are defined precisely in this manner. If

the algorithm finishes with success, then it outputs a set of term rewriting

rules R which has the folloving property: an equation t a t, follows from the

t. set of equations E if and only if the normal forms of t and t', under the

system of term rewriting rules R, are identical. The Knuth-Bendix algorithm

constructs the set of term rewriting system by using a predefined ordering on

the set of terms.
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I implemented the Knuth-Bendix algorithm in PROLOG. It can be found on

pages 3-10 of the appendix. The algorithm starts with a set of equations E, a

set of (term rewriting) rules R, a maximum number of steps Count and a list of

sorts (types) Sort. At each step the algorithm picks an equation from E and

attempts transform it into a rule. An equation 1 - r is transformed into the

revrite rule 1 --- > r if 1 is greater than r, and it is transformed into the

rule r --- > 1 if the term r is greater than 1. If neither one of these cases

applies then the algorithm finishes with failure.'The new rule is then

simplified by the set of rules in R. If it is not a result of the rules already

in R, it is added to R. Otherwise, a new equation is picked and the loop is

repeated. The rules in R are checked to see if the new rule simplifies them.

The rules that are simplified by the new rule are removed from R and added to

the set of equations E. The new rule is matched against the rules that are

still left in R in order to form critical pairs. The process of forming.

critical pairs is similar to the unification process in resolution (1I1). A

critical pair is formed when a subterm of the left hand side of a rule

11 --- > rl can be unified with an instance of the left hand side of another

rule 12 --- > r2. For example, the rules (x + y) + z --- > x + (y + z) and

x + 0 --- > x form a critical pair since the subterm x + y of the lefthand side

of the first rule can be unified with the lefthand side of the second rule.

This way, the term (x + 0) + z can be reduced to x + (0 + y) by using the first

rule and it can be simplified to x + z by the second role. The pair x + (0 + z)

x + z is called a critical pair. The critical pairs obtained this way are

added to the set of equations E and .the loop is repea*ed. The process finishes

vith success when the set of equations E becomes empty. It finishes with

failure when it cannot transform an equation into a rewrite rule and it stops

with a message of lincomplete' when neither one of these cases occur in the
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first Count steps. The algorithm is correct.

The orderings shown on pages 11 and 12 of the appendix vere used to run

several examples. The first example is shown on pages 13-14. On top,it is shown

the initial set of equations. After 30 steps the algorithm printed 'Not enough

time' and the contents of the set of equations and of the set of rules at that

point. The example shown on page 15 is a case of termination vith failure. No

ordering was given for the terms in the equation shown at the top of the page.

On pages 16,17 and 18 we have three examples of termination with success.

There are some problems with using PROLOG for the Knuth-Bendix

algorithm. PROLOG has the advantage that it has a built-in unification

algorithm, but it is not fast in doing arithmetic. Since the equations in E

must be kept sorted in such a way that the simpler axioms will be eliminated

first this creates a problem, Another problem is the built-in backtracking

mechanism in PROLOG. Because of it, the algorithm ran out of internal memory on

more than one occasion.

4. Adding an User Interface

The system should be used by two classes of users. The first class of

users define their ovn data types, transforustions and tests. The second class

of users employs the data types, the tests and the transformations that are

already in the library. In order to facilitate the use of the system by the

second category of users, it has an interface vhich alloys them to enter

Commands in English. This program vas vriten in Turbo Prolog and it can be

found on pages 21-27 of the appendix. A BNP representation of the input grammar

can be found on page 19. Ecaales of input terms and their translations into

data type declarations are shown on page 20. The user may enter commands like.

1. A is a real array;

2. B is A reversed;
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3. C is A sorted;

4. 10 is the size of A;

5. N is an integer list;

6. R is a heap of V.

Figure 8

The commands shown in figure 8 allow the user to employ the system in

the same way that he/she uses a calculator. A more sophisticated interface con

be built that will allow the user to receive programs as output. The

description of this interface can be found in section 6.

5. Adding New Heuristics

I wrote a PROLOG program ,named loop, which takes as itiput a term T and

a maximum number of steps called Steps. The program loop uses a set of clauses

of the form rule(RuleNumber, Condition, Left, Right). They represent

conditional rewrite rules Rule-Number - (Condition) war,> Left --- > Right. These

conditional rules are more general than the rules described in section 3

because they contain the condition (Condition ). A term T reduces to a term T,

by using the conditional rule (C) mm-> 1 --- > r if there an instance I of 1 in

T, the condition C is true for the instance I and T, 'As obtaiand from T by

replacing I by the corresponding instance of r. For exasple, let

( n < a) --a> I rnllistil --- InlImilistil be the rule and T be the list

14,5,2,31. The rule can be applied to the subterk 15,2,31 of T. The sublist

15,2,3] is the instance of 1 -mIlnIlistil in T. The condition C - (n < a) is

true for I since *-5 and n*2. The term V is obtained fcorn T by replacinC the

instance 1-[5,2,31 in T by the corresponding instance 12,5,31 of the rightland

side of the conditional equation. The term T, is the list 14.2,5,31.

The procedure loop also uses a testcalled predicate, to describe the

goal. the program checks It there is a sequence of conditional rules, called
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Transformation, which carri, Term into a term Terml such that predicate(Terml)

is true. As the name suggests, loop repeats the procedure loop-body Steps

number of times, or until either the success condition or the empty_list

condition are met. if the success clause L. true then Transformation and Terml

are the output variables. TLe procedure loop keeps a list of active states

sorted according to the predicate less. Each state is of the form

pair(List of _transformations,Term2). The meaning of this representation is

that the sequence List of transformations carries Term to Term2. The list of

active states, called active-list, is sorted according to the ordering on the

set of terms. There is also a list of dead terms, called dead terms list which

is also sorted according to the predicate less. At each step the loop_body

picks a state from active list, called State, to be the expansion state. If the

active list is eiory then it raises the empty list flag. Since the list of

active states ;i sorted, it always picks the head of the list. If the expansion

state pair(Transformations,Term3) satisfies the goal predicate(Term3) then the

flag success is set to true. Otherwise, loop_body generates all children of the

expansion -tate by applying every rule at every address. If the child is not in

the dead terms list then it is entered in the active list in such a way that

the active list is always sorted according to the predicate less.

The program loop can be found on pages 28-32 of the appendix. It was

run using the definitions of rule, predicate and less shown on page 32 of the

appendix. The two rules are inversion of a pair of consecutive elements in a

list and reduction of a duplicate item in the list when the identical items

occur next to each other . The goaldescribed by the clauses named predicate,

i; :-o sort the list in increasing order and eliminate all duplicate elements.

The program was run with the input list (8,5,3,1,4,5,2,3j two times. In the

first run the variable Steps was set to 10 and in the second run it was set to

20. The list of active states was printed when the program exited the loop. In
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the first case the program did not finish %nd it printed the message 'Not

enough time'. The list of active states can be found on pages 33-45 of the

appendix. In the second case the program finished after 18 steps and it

produced the output [1,2,3,4,5,81. The list of active states for this run can

be found on pagea 47-70 of .he appendix.

Each state is identified by a sequence of transformations (reductionrsj

that brings the original term to the term that characterizes that state. The

reductions are displayed by the rule number and the address at which the rule

is applied . The list [ Head I Tail] is represented in our example by the

operataon a (Head,Tail). The string 'empty' stands for [H.

rhis program is useful for finding a sequence of transformations that

satisfies a given predicate. Since the size of the search space grows faster

than exponentially in the size of the input list, it is essential for the

system to have good guiding functions (heuristics).

6. Recommendations

Term rewriting systems are going to play an important role both in the

* the data validation process and in the program generation phase. For data type

validation it is important to find terminating and confluent sets of reductions

for certain classes of equations, especially for classes of conditional

equations. Term rewriting systems are used as an alternative to resolution

based theorem p.avers (191). They are also used as an important link between

the equational specifications of the data types and their translation into

PROLOG p-agrams. The relation between first order logic and PROLOG is

complicated (181). there has been intense activity in the area of conditional

term rewriting systems (151,1l1J,[121, 1201).

Equally important is the task of developing heuristics for guiding the

search for a solution. The performance of the program described in the previous
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section depends on the heuristics employed. It is imperative to develop

heuristics for various types of specifications. This project dealt with the

case when the output data type was a subset of the input data type. For this

problem, the program generator focused on the predicate that defined that

subset. Even for this case there is much work to be done. The system can be

extended to include the data types : heaps,binary trees, and tries and such

transformations as tree traversals, forming search trees and graphs. This may

lead to a more general definition of abstract data type than the initial

algebra model that was used in the project. The problem of defining a

specification language is a difficult one ([81,-[211).

It is also important to have a user interface that allows English

commands and generates programs. For example the user may enter the 5

specications from figure 9 as follows:

1. The input sort is real array;

2. The output sort is real array sorted in increasing order;

3. The input/output relation is standard;

4. The transformation is inversion of consecutive pairs;

5. The test is checking any pairs.

Figure 9

From such specifications the user must obtain a sorting program. He

does not have to know the data type definitions anymore than the user of the

calculator must know number theory. This task is the easiest of the three.

It must also be mentioned that the complexity of program generation is

high. Theorem proving, searching state spaces are problems that use large

amounts of time and memory. I believe that it would be beneficial to use

rsrallel architectures to solve these problems, Many algorithms, like the4

Kon'th-Bandix completion procedure, can be made to run in parallel.
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Some Novel Aspects of Organic Electrochemistry

in Room Temperature Molten Salts

by

Bernard J. Piersma

Abstract

Carbonium ions formed by reaction of several alkyl

chlorides and an acyl chloride with

1-methyl-3-ethylimidazolium chloride-aluminum chloride

melts were detected electrochemically using cyclic

voltammetry. l-Cl-2-methylpropane, 2-Ci-2-methylpropane

and butyryl chloride form carbonium ions in neutral (equal

mole fractions of MeEtImCl and AICI 3 ).

2-Cl-propane, 1-Cl-butane and 2-Cl-butane are

electrochemically inactive in neutral melt but form

carbonium ions when the melt is made acidic (excess AlCl3)

and once formed the carbonium ions remain stable when the

melt is made neutral. Addition of benzene to melts with

carbonium ions produced distinct changes in the CV curves.

Detailed studies of butyryl chloride - benzene mixtures as a

function of melt acidity demonstrated the complexity of

interactions with the melt and the surprising sensitivity of

electrochemical behavior to melt composition.

Studies are continuing with the seven stable isomers of

chloropentane.
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I. Introduction

After receiving a B.A. in chemistry from Colgate

University, I studied physical chemistry at St. Lawrence

ff University for two years, receiving an M.S. and did

thesis work on chemical kinetics and mechanism studies

in nonaqueous solutions. My professional training in

electrochemistry was received at the University of

Pennsylvania where I received the PhD degree in 1965.

My thesis work with Professor J. O'M. Bockris was an

investigation of the electrode kinetics and mechanisms

of anodic oxidation of hydrocarbons in aqueous solutions

primarily using steady-state potentiostatic techniques.

Graduate courses in electrode kinetics and the

electrical double layer which I took from Prof. Bockris

became the basis of his two volume work with A. N.

Reddy, Modern Electrochemistry.

In order to learn about transient and perturbation

techniques for studying electrochemical process and the

structure of the double layer, I worked for about two

years after my graduation from Penn. with Sigmund

Schuldiner at the U.S. Naval Research Laboratory in

Washington as a NAS-NRC Postdoctoral Resident Research

Associate. For the last 17 years I have taught at a

liberal arts undergraduate college in a sponsored half-

time teaching, half-time research position with research

60-4

£ ------



interests in the stability of materials under

physiological conditions and the electrochemical

processes that occur at cardiac pacemaker electrodes.

For the 1981-82 school year, I was on sabbatical

and received a grant from the USAFOSR as a University L

Resident Research Associate at the Frank J. Seiler

Research Laboratory to study electrochemical processes

in a recently developed room-temperature molten salt

system. One major technical report resulted from the

effort, Electrochemical Survey of Selected Cations

and Elect4ode Materials in Dialkylimidazolium

Chloroaluminate Melts.(l) To follow up on this work,

I received a SFRP appointment for the summer of 1986 at

the Frank J. Seller Research Laboratory and again worked

with Dr. John Wilkes. The Mini-Grant received to

continue the work initiated during the SFRP appointment

requested funding to purchase and install a

Vacuum/Atmosphere Company dry box that would provide the

inert conditions essential for acceptable studies with

the molten salt systems.

II. Objectives of the Research Effort

The specific objectives are listed below as they.

were developed in the Mini-Grant proposal:

60-5
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1. To purchase and install a controlled environment

system that would maintain the inert atmosphere

essential for acceptable work with room temperature

molten salts.

2. To continue the electrochemical study of carbonium

ion formation in MeEtImCl-AlCl 3 melts (Methyl Ethyl

Imidazolium Chloride) using cyclic voltammetry with

particular emphasis on the role of melt acidity for

carbonium ion formation and stability.

3. To continue work in electrochemically detecting

intermediates, e.g., "sigma complexes" in the alkylation

and acylation mechanisms of Friedel-Crafts type

reactions.

4. To explore the scope of organic reactions that can be

studied in the MeEtImCl-AICI 3 melts.

III. Purchase and Installation of Dry Box

A Vacuum/Atmosphere Company controlled environment

system consisting of the following components was

purchased and installed.

Model HE-243-2 Dri-Lab Glove Box

Model Mo40-l-H Dri-Train Inert Gas Purifier
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Model CVP-l Valves and Plumbing

Model ST-110 Safe Trol

Model AV-1 Auto-Vac

Model RGF-1 Regeneration gas flow control

Model HECS Support Stand

In addition gloves, filters, glassware for preparation

and handling of materials for melt preparation, gas

regulators and compressed gases and chemical reagents

for melt preparation and for the proposed studies were

purchased. The total expenditure for the project was

approximately $28,000; with $8,000 being provided as

matching funds by Houghton College. An additional

purchase for this project was a Houston Model 2000

Omnigraphic X-Y recorder at a cost of approximately

$3000, also provided by Houghton College. The target

date for having the system fully operational was March

1987. With numerous delays that were not anticipated,

the system was not actually in use until about June 1,

1987. Additional significant delays have been

encountered in the preparation of melt components of

acceptable purity.

The system is presently performing very well and

the dry box atmosphere is maintaining a light bulb (with

a hole drilled through the glass envelop to expose the

filament) for 35-40 days.

44_.
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IV. Electrochemical Investigation of Carbonium Ions

Formed in MeEtImCl-AICl Melts
C3

The Friedel-Crafts reaction using anhydrous

aluminum chloride as catalyst has been the most

important method for attaching alkyl side chains to

aromatic rings.(2) The role of AICI 3 is to abstract the

halogen from the alkyl halide generating a carbonium

ion, which then acts as an electrophile attacking the

aromatic ring. Alternatively a *sigma-complex" may form

as an intermediate with the alkyl group being

transferred in a single step from the halogen to the

aromatic ring. In a recent publication(3) a mechanism

involving the formation of a "sigma-complex' as the rate

limiting step was proposed for the acylation of benzene

in acidic (0.60 and 0.67) MeEtImCl-AlCl 3 melts. That

work found no acylation reactions in neutral (0.50) melt

and the initial reaction rates for substitution

increased as the melt acidity increased.

The Lewis acid-base properties of the melt are

described by

2AlC1 " Al 2c1 • Cf-

wi.h an equilibrium constant on the order of 1017 in

the NeEtlimCl-A1C1 3 melt. In neutral melt (0.50 moole
fraction AICI 3 ) the concentration of AI 2 C! is

negligable, but it increases by addition of AICI 3 .
3N
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This led to the suggestion that AI2 CI was the catalyst

responsible for promoting the acylation reaction.(3)

In earlier work Koch, et.al.(4) were successful in

electroinitiating Friedel-Crafts transalkylations with

nexamethylbenzene in acidic (0.67) ethylpyridinium

bromide - AIdC3 melt, Luer and Bartak(5) studied

triphenylchloromethane with acidic n-butylpyridinium

chloride - aluminum chloride melts. They proposed the

following for the formation and cathodic reduction of

the triphenyl methyl carbonium ion:

Ph 3 CCM + AI2 CI- Ph 3 C. + 2A1C1

Ph3C + +e- Ph3 C

Ph3 ' slow> products

The radical dimerizes to produce an oxidizable form of

l-(diphenyl~methylene)-4-(triphenylmethyl)-2,5-cyclohexadiene

which also isomerizes to [4-(diphenylmethyl) phenyl]

triphenylmethane.

In this study we were interasted in determing

whether carbonlum ions could be formed and Fiedel-Crafts

type reactions could be carried out in neutral melts.

We chose several simple chloroalkanes to look for

differences in stability and rcrmation rates of

carbonium ions that could be detected electrochemically.

Finally, we wanted to further expose the alkylation and

acylation mechanisms, particularly in neutral melt, and
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attempt to detect "sigma-complexes" or other

intermediates electrochemically.

The 1-methyl-3-ethylimidazolium chloroaluminate

melts were prepared in the helium-filled Vacuum

Atmospheres Corp. glove box maintained at <10 ppm

combined water and oxygen as previously described.(6)

The organic compounds were dried and then used without

further purification. The experimental procedure

followed was identical to that reported to UES in the

Final Report for my Summer 1986 SFRP appointment.

Exactly neutral (0.50 mole fraction of MeEtImCl and of

AlCl3 ) melts were prepared by adjusting the acidity (by

addition of solid MeEtImCl or solid AICI 3 ) until a

maximum electrochemical window of about 4.6 volts was

obtained. (The electrochemical window, defined as the

potential range in which essentially no oxidation or

reduction of the melt occurs, was determined at a glassy

carbon electrode at a sweep rate of 100 mv/sec.) The

studies previously begun during my SFRP appointment were

reexamined and extended. The chloroalkanes studied

included 2-Cl-propane, 1-Cl-butane, 2-Cl-butane,

l-Cl-2-methylpropane and 2-Cl-2-methylpropane. An acyl

chloride, butyryl chloride was added in this study.

60-10



Representative cyclic voltammetric curves are

illustrated in Figures 1-3 for the alkyl chlorides,

Figure 4 for butyryl chloride and Figures 5-9 for

mixtures of butyryl chloride and benzene in

MeEtImCl-AlCl 3 melts. The measurements were made using

a P.A.R. Model 173 Potentiostat with a Model 175

Universal Proqrammer and the CV curves were recorded

with the Houston model 2000 Omnigraphic X-Y recorder.

In general about 150 mg of organic reactant were added

to about 16 g of exactly neutral melt yielding a

concentration of about 150 mM in the organic species.

After CV responses had been obtained in neutral melt,

the solutions were made very slightly acidic by addition

of solid AlCl3 and the CV response was again recorded.

When the CV behavior indicated no formation of a

reducible species, i.e., carbonium ion formation, in a

neutral melt, but formation in an acidic melt, the

acidic melt was again made neutral by addition of solid

MeEtImCl to determine whether carbonium ions formed

would remain stable in neutral melt.

A summary of the CV data with additional

observations is presented in Tables I and II. The

results supported the tenative conclusions made in

the 1986 SPRP Final Report. Carbonium ions are formed

from l-CI-2-methylpropane and 2-Cl-2-methylpropane

,0 1i !
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in neutral melt but not from

2-Cl-propane, 1-Cl-butane or 2-Cl-butane. Product

analyses still need to be completed to account for

the additional reduction and oxidation peaks observed.

Additions of benzene to a neutral melt containing

2-Cl-2-methylpropane resulted in decrease and finally

disappearance of two reduction peaks, suggesting that

benzene did react with carbonium ions formed.

Comparisons of Figs. 5-9 with Fig 4 for butyryl chloride

and butyryl chloride-benzene mixtures for a range of

melt acidities shows the complexity and surprising

sensitivity of electrochemical behavior in this system.

A major reduction peak at about -0.57 V observed in

slightly acidic melts in the butyryl chloride - benzene

solution splits as the melt acidity is increased and

separates as the acidity is further increased. The

details of this behavior are summarized in Table II.

We are continuing these studies to clarify this very

interesting behavior.

Il
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V. Recommendations

Because of delays in obtaining the dry box and in

getting the system installed, the research acco-Iished

is somewhat behind our projected schedule. We are in a

position now to continue the project with our focused

effort from January to August 1988. I have been granted

a sabbatical for the Spring 1988 semester and anticipate

spending the major portion of this time on this project.

We have encountered some difficulties in preparing high

quality MeEtImCl and expect that conditions for this

preparation (i.e., lower relative humidity) will be much

more favorable in January and February. We plan to

prepare a quantity of MeEtImCl and AlCl 3 early in 1988

to supply the program through the next year. The seven

isomers of chloropentane will be studied as proposed and

accompanied by product analyses.

One additional factor in support of this research

project is an award from the Research Corporation to

fund this project during the summer of 1988 and 1989.

The grant for $16,000 includes support for an

undergraduate student to be invovled in the research

program.

I am eager to spend essentially full-time on this

research project for the next eight months.

160-1
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4I LIST OF TABLES

TABLE I Summary of Cyclic Voltammetric Data for Alkly

Chlorides and Butyryl Chloride in Neutral and

Slightly Acidic Melts

TABLE II Cyclic Voltammetric Data for a Butyryl

Chloride - Benzene Mixture Showing Dependence

on Melt Composition
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ILLUSTRATIONS

For all of the CV diagrams the starting potential

is +0.50 volts vs. an Al wire in 0.60 melt. Cathodic

sweeps are to the right, anodic t,. the left, sweep rate

is 100 mv/sec.

Figure 1 CV curves for 1-Cl-2o-Me-Propane and

2-Cl-2-Me-Propane

a. 0.50 MeEtImCl- AlCI3 melt, sweep limits are

+2.40 to -1.90 V

b. 1-Cl-2-2Me-Propane in 0.5 melt, +2.4 to -1.9 V

c, 1-Cl-2-Me-Propane in slightly acidic melt, +2.4

to -1.9V

d. 1-Cl-2-Me-Propane, melt acidity intermediate

between that of (b) and (c), +2.4 to -1.9 V

e. 2-Cl-2-Ne-Propane, 0.50 melt, +2.45 to -1.30 V

f. 2-Cl-2--Mt-Propane, slightly acidic melt, +2.3 to

-1.9 V

g. benzene added to solution of (f)

60-15



Figure 2 CV curves for. 2-Cl-butane and 1-Cl-butane

* a. 2-Cl-butane in 0.50 melt, +2.5 to -1.4 V

b. 2-Cl-butane in slightly acidic melt, 2.5 to

1.9 V

c. 2-Cl-butane in neutral melt that had been

acidic, 2.5 to -1.6 V

d. 1-Cl-butane in 0.50 melt, 2.4 to -1.9 V

e. 1-Cl-butane in slightly acidic melt, 2.4 to

-1.9 V

f. 1-Cl-butane in neutral melt that had been

acidic, 2.4 to -1.9 V

Figure 3 CV curves for 2-Cl-Propane and

2-Cl-2-Me-Propane

a. 2-Cl-Propane in 0.50 melt, 2.4 to -1.9 V

b. 2-Cl-Propane in slightly acidic melt, 2.4 to

-1.9 V

c. 2-Cl-Propane in neutral melt that had been

acidic, 2.4 to -1.9 V

d. benzene added to solution of (c), 1.9 to -1.9 V

e. benzene added to 2-Cl-2-Me-Propane in neutral

melt, 2.0 to -1.9 V

f. same as (e) except taken 60 minutes after

addition of benzene

61S~60-16



Figure 4 CV curves for butyryl chloride

a. 0.5000 melt, 2.5 to 1.9 V

b. butyryl chloride in 0.5000 melt, 2.5 to -1.75 v

c. butyryl chloride in 0.5031 melt, 2.5 to -1.75 V

d. butyryl chloride in 0.5039 melt, 2.5 to -1.8 V

e. butyryl chloride in 0.5049 melt, 2.5 to -1.8 V

Figure 5 CV curves for butyryl chloride with benzene

solution, approximately 1.5 X 10-3 M in

butyryl and approximately 5 X 10-3 M in

benzene

a. melt comp. is 0.4927, 1.25 to -2.1 V

b. melt comp. is 0.4987, 2.1 to -1.9 V

c. same as (b) showing anodic sweep first

d. melt comp. is 0.5040, 2.1 to -1.9 V

e. melt comp. is 0.5049, 2.1 to -1.9 V

Figure 6 CV curves for butyryl chloride and benzene as

in Figure 5

a. melt comp. is 0.5050, 2.1 to -2.1 V

b. melt comp. is 0.5059, 2.1 to -2.1 V

c. melt comp. is 0.5059, effect of continuous

sweeping is demonstrated

d. melt comp. is 0.5064, 2.1 to -2.1 V

60-17
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Figure 7 CV curves for butyryl chloride and benzene as

in Figure 5

a. melt comp. is 0.5071, 2.1 to -2.1 V

b. melt comp. is 0.5075, 2.1 to -2.1 V

c. melt comp. is 0.5084, 2.1 to -2.1 V

d. melt comp. is .0.5087, 2.1 to -2.1 V

Figure 8 CV curves for butyryl chloride and benzene as

in Figure 5

a. melt comp. is 0.5088, 2.1 to 02.1 V

b. melt comp. is 0.5090, 2.1 to -2.1 V

c. melt comp. is 0.5097, 2.1 to -2.1 V

d. melt comp. is 0.5108, 2.1 to -2.1 V

e. melt comp. is 0.5131, 2.1 to -0.75 V

Figure 9 CV curves for butyryl chloride in slightly

acidic melt showing effect of benzene

a. 150 mM butyryl chloride in slightly acidic melt,

2.5 to -1.8 V

b. 300 mM benzene added to solution of (a), 2.05 to

-1.8 V, current scale in (b) ia double that in

(a),, i.e., 50 uA/cm in (b) and 25 PA/cm in (a)
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1 INTR CDUCTION

This documen- const;'utes the final report for the research conducted by Frofessor Craig

G. Prohzzka under the US Air Force Minigrant Program, contract no. F49C2G-•'.C-

0013/SB5151-0360, purchase order no. S-760-6MVG-061.

The proposal submitted to the tAinigrant program specified that our work address the

design of protocols for communication between instances of a distributed operating system

(DOS) running at different sites. We have investigated four areas of such protocol design.

The first is the design of distributed synchronization problem protocols, presented in sec-

tion 2. We solved three such problems: the termination detection problem, the mutua,

exclusion problem, and the distributed bounded buffer producer/consumer problem. The

first two of these have earlier been examined by other researchers. Our protocols outper-

form theirs in several ways, including delay and required number of inter-site messages.

The second area is the design of multiprocessor load sharing protocols. We propose a new

load sharing protocol based upon previous researchers' work and some novel thoughts on

parallel user process behavior.

The third area is the problem of increasing database access concurrency in a distributed

system. It has been claimed (see for example 1381) that nested transactions provide such

increased concurrency. In the present report we snow that claim to be false. We then

propose a simple but effective solution: decreasing data item granularity.

Finally, the fourth area is a continuation of the 1986 Summer Faculty Research Program

work. That work determined the general inter-site communication services required by a

simple but typical distributed op,!rating system. Such general services include for example

send a datagram. broadcast a dataiiam, establish a virtual circuit, etc. The present report

61-3
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identifies the specific communication services required by the DOS. Then wt show that

all the communication services can be layered so that each inter-site DOS communication

will find the services it need by E..tering at an appropriate layer and accessing only that

and lower layers.
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2 DISTRIBUTED SYNCHRZ.t IZATION PROTOCOLS

2.1 An Improved Termination Detection Protocol

2.1.1 Introduction

The termination detection problem is the following. A distributed system has N sites

cooperating in some computation. At any point in time each site is either Active or

ps. It is active if it is executing part of the computation. It is passive if it is idle.

An active site may at any time send an activation message destined to any other site.

Upon receiving an activation message, a passive site becomes active; an active site is

uneflected. An active site may become passive at any time. However a passive site

becomes active only after it receives an activation message. Reliable communication is

assumed; however we do not assume that messages leaving the same source for the same

same destination arrive there in the order in which they left the source. The problem is

for any site at any time it chooses to determine if the computation is complete; that is,

to determine if all sites are passive and no activation messages are in transit. The site

which tests for termination is often called the "distinguished site".

2.1.2 Background

Topor [1] ptesents a tree-based protocol. The distinguished site is the root vertex of

the graph representing the distributed system. A spanning tree is constructed, The

termination detection protocol generates waves of signals sent through the tree. First a

wave moves from the leaves to the root. If this wave reaches the root without detecting

termination, the root site sends another wave of signals to the leaves. It is returned to

the root. This sequence of events is repeated until. termination is detected.

Sanders [2) proves a necessary and sufficient coJ4ition for termination. A local snapshot
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of a site is defined to be the value of its state variables at the instant the snapshot is

made. The state variables are defined by the termination detection protocol. When the

distinguished site wishes to test for termination, it requests a snapshot from each site.

The set of local snapshots is called a combined snapshot.

For each snapshot a local time-slice is defined. It is the set of events that occurred at

the site before the snapshot was taken. For any combined snapshot, the corresponding

combined time-slice is the union of the local time-slices. The necessary and sufficient

condition for termination is the following: the combined snapshot indicates that all sites

are idle and the associated combined time-slice has the property that no activation mes-

sage transmission crosses its boundary. This test has the disadvantage that the set of all

events occurring at each site must be stored forever.

2.1.3 Improved Protocol

We propose an original token-based protocol for the termination detection problem. Here

when the distinguished site wishes to test for termination it initiates a termination de.

tection g . If the result of the round is negative - that is, termination has not yet

occurred - then the distinguished site ends the round. If it wishes, it may initiate another

round at a later time.
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In each round a number of tokens are generated in a distributed fashion and traverse

every communication channel in both directions. Note that we assume channels are full

duplex. The token format is shown in figure 1.

jTAG DISTINGUISHED SITE ROUND

Figure 1. The token format.

The TAG field identifies the message as a token. The DISTINGUISHED SITE field

specifies the distinguished site. The ROUND field specifies the termination detection

round in which the token was created. If a site receiving a roun6 i token is active, it

sends to the distinguished site a NO-TERMINATION-FOR-ROUND-I message. If any

site receives a NO-TERMINATION-FOR-ROUND-I message it generates no more round

i tokens. If a site has sent and received a round i token on each of its channels, while

being passive the whole time, it transmits an I-BELIEVE-TERMINATION-FOR-ROUND-

I message to the distinguished site. If the distinguished site receives an I-BELIEVE-

TERMINATION-FOR-ROUND-I message from all other sites, it concludes termination

has occurred.

We now formalize the operations performed by the distinguished site and then all non-

distinguished sites in two different protocols.
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Protocol Performed by the Distinguished Site to Test for Termination for Round

1. if active, conclude that termination has not occurred and STOP.

2. transmit a round i token to each neighbor.

3. if an activation message destined for any site has arrived, conclude no termination

and STOP.

4. if a NO-TERMINATION-FOR-ROUND-I message has been received, conclude no

termination and STOP.

5. if a round i token has been received from all neighbors, go to step 6. otherwise,

go to step 3.

6. if an I-BELIEVE-TERMINATION-FOR.ROUND-I has been received from all other

sites, conclude termination and STOP.

Protocol Performed by a Non-Distinguished Site When it Receives its First Round i

Token

1. if active, transmit a NO-TERMINATION-FOR-ROUND-I message to the distin-

guished site and STOP.

2. if a NO-TERMINATION-FOR-ROUND-I message on its vay to the distinguished

site has ben rteivtd, STOP,

S3. transit a round i token to each neighbor.

4. if an activation mussage destined fow any site has arrived. transmit a NO-TERMINATION-

FOR-ROUND-I message to the distinguished site and STOP.
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5. if a round i token has been received from all neighbors, transmit an I-BELIEVE-

TERMINATION-FOR-ROUND-I message to the distinguished site and STOP; oth-

erwise, go to step 3.

In the above protocols, STOP means to stop the execution of the protocol, not to stop

the distributed computation whose termination is being tested.

Note that for these protocols, a lost token causes no special problems: that is, it may be

retransmitted as any other lost message. Multiple copies of the same same token cause

no difficulties at all.

Until now we have assumed that the identity of the distinguished site remains constant

from round to round. This is not necessary. In fact, two sites may simultaneously play the

role of distinguished site and thereby concurrently test for termination without interfering

with each other.

Proof of Protocols

Suppose that the distinguished site concludes no termination for round i. This could

occur only if the distinguished site is active during round i or if it received a NO-

TERMINATION-FOR-ROUND-I message. In either case, at least one site must have

been active when tested. Hence termination had not occurred before the beginning of

round i.
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Next suppose that the distinguished site mistakenly concludes termination for round i.

This occurs only if an activation message destined to some site jAI arrives there after that

site has sent an I-BELIEVE-TERIAINATION-FOR-ROUN D-I message. Figure 2 illustrates

site .M and the path the activation message follows to site ."M.

33M-i

/j2

Figure 2. The path followed by an activation message.

Let j, be the site closest to site iM, with distance measured along the path, which

transmitted the activation message before it sent its I-BELIEVE-TERMINATION-FOR-

ROUND-I mesuage. We may assume without loss of generality that such a site exists

by the following argument. Suppose that every site including the activation mrestage's

source transmitted the activation message jfjLf sending its I-BELIEVE-TERMINATION.

FOR-ROUND-I message. Then some earlier activation messaue must have been in transit

to the source of the activation message currently under investigation at the time when

the source sent its I-BELIEVE-TERMINATION-FOR-ROUND-I message. In this case we

could apply the remainder of this proof to the earlier activation message.

Site j, must have transmitted the activation message before it transmitted a round i

token to any of its neighbors. However we know that the activation message arrived
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at site j2 after that site sent its I-BELIEVE-TERIvltlIATION-FOR-ROUtrD-I message.

Further, site j2 could not have sent the latter message unless it had already received a

round i token from all its neighbors, including site jj. This is a contradiction. Hence,

the distinguished site cannot mistakenly conclude termination for round i.

QED

2.1.4 Performance

The improved termination detection protoco, presented here has the following perfor-

mance. The number of messages to be sent per round is less than or equal to IV +

N - 1, as explained next. Each site sends a token to each of its neighbors; this re-

quires N• messages. Each site except for the distinguished site sends at most one

I-BELIEVE-TERMINATION-FOR-ROUND-l message a one NO-TERMINATION-FOR.

ROUND-I message; this requires at most N" - 1 messages.

The delay from the initiation of round i by the distinguished site until that site decides

whether termination occurred before round i is at most the time required for a message to

follow the longest cycle traversing the distinguished site. assuming that the time required

for protocol computation and the time required to forward a message through a site are

negligible in comparison with propagation delay.

2.1.5 Comparison

Our termination detection protocol outperforms both Topor and SanderL The number of

messages and the delay required by Topor's protocol seen to be unbounded. Our protocol

on the other hand requires at most N2 + X - 1 messages and a time equal to the delay

for one maximal cycle traversal. Sanders' approach requires that records of all events at
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each site be stored forever. Our protocol requires no such records.
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2.2 An Improved Distribuied Mutual Exciuslon Protocol

2.2.1 Introduction

"The distributed mutual e;-LIusior. problem is the following. A distributed system has N

sites cooperating in some compu!atinr,. L.)-3ted at one of these sites Is a critical resource,

which processes at all sites may need to access. However, at most one site is allowed

*to access it at a time. Further, there is no access control mechanism providtd at the

resource's site. Instead the sites must cooperate with each other so as to ensure that the

resource is accessed by just one site at a time.

We demand that a distributed mutual exclusion protocol satisfy two additional con-

straints: absence of deadlock and absence of starvation. Deadlock exists in a distributed

system if and only if the following three conditions hold 18].

1. mutual exchuiion - at least one reszurce is non-sharabkt.

2. no preemption - resourcs wannot be pteernpid, and

3. circular wait - there must exist a sequence of sites , such that 4 is

waiting fot a resource held by -s•j f I . n - I and 3. is waiting for

a resource held by sl.

Starvation occurs when one site must wait indefinitely to actess the critical resource even

though other sites' tquess are being servmced.

222 Backgound

Rtart and Agravala 1-0] propose a refreshingly foedable sequence number based protoccA

for the distibuted mutual excusion problerh. A site wishing to use the critical resource
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requests permission from all other sites by broididcasting a REQUEST message with a

sequence number. The sequence number functions in a manner similar to a time stamp.

When a site receives a REQUEST, it compares this REQUEST with its own unperformed

REQUESTS. If it has no such request whose sequence number is smalier than that of

the REQUEST just received, it sends a REPLY message back to the requesting site. The

REPLY message indicates that the sending site gives the receiving site permission to use

the critical resource. The requesting site waits for a REPLY from all other sites. Then it

uses the critical resource.

Roberts and Chang t10] present a technique for extrema finding in circular configura-

tions of processes, Chang 1111 claims that "a simple modification of this technique to

include sequence numbers gives a decentralized mutual exclusion protocol with a better

performance than the Ricart-Agrawala requiring only O(nlogn) message passes instead

of 0(n0) per citIal section." However Chang does not present this modification. Thus

we cannot consider Chang's claim as justified.

In a letter in response to Chang, Ricart and Agrawala Isee 1ll propose the first (of

two) mod•fications of their original protocol. Here all sites are organized into a logical

ring. Each REQUEST, including its Sequence number. cicJes completely around the ring.

waiting at each site until all local younger requests are serviced. When the REQUEST

teturts to the initial site. this site accesses the critical tesource.

Carvalho and Roucairol 1121 present a slight modification of Ricart-Agrawala which under

some circumnstances allows a site to use the critical resource more than once without

seading additional REQUESTs. In their scheme, the permission implied by a REPLY

message s•nt from site i to site j ersL, until site j sends a REPLY to Ate •.
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In a letter responding to Carvalhc and Roucairol, Ricart and Agrawala [see 12] present

a second modification of their original protocol. It uses a token to pass. the privilege

of using the critical resource. A site wishing to use the critical resouice broadcasts a

REQUEST with sequence number. The site currently holding the token sends it to .he

REQUESTor if the REQUEST's sequence number is smaller than all his own requests, if

any. Then the REQUESTor uses the critical resource.

2.2.3 Improved Protocol

The improved protocol presented here uses a token to control critical resource access.

The token format is shown in figure 3.

TAG DESTINATION REQUEST Y/N INCARNATION

Figure 3. The token format.

The TAG field identifies the message as a token. The purpose of the REQUEST Y/N

field is explained below. The INCARNATION field is used to handle lost and duplicate

tokens and ,s described below.

Basically the token follows a preestablished logical ring. When a site which does not

currently need to access the critical resource receives the token, it forwards it to the

next site on the ring. However, if it d need to access the critical resource, it sends a
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request to the critical resource. The token is piggybacked upon the request. Note that at

this point the token has tempo. arily stopped following the logical ring. Now the purpose

of the REQUEST Y/N field can be understood. If this fie.d is set (to Yes), the token

is piggybacked upon a request. If it is cleared (to No), the token is not piggybacked;

instead it is simply following the logical ring through the critical resource's site. Upon

the recepti.n of a token with cleared REQUEST Y/N field, the critical resource's site

receives the opportunity to access the critical resource.

Next the request is serviced by the critical resource. When the service is complete, the

critical resource sends a reply containing the service result back to the requesting site.

Next it forwards the token to the site following the requestor on the logical ring. Now

the token has resumed its traversal of the logical ring. When the next site receives the

token, il may access the critical resourceby repeating the protocol just described.

If the critical resource's site has not seen the token for a preestablished period of time

long enough for the token to traverse the entire ring, it creates a new token with an

inc-'emented INCARNATION.

Suppose the critical resource's site receives an old token, mistakenly assumed lost. Then

it immediately removes it. If the old token was sent to the critical resource's site piggy-

backed upon a request, then the critical resource's site returns an EXCEPTION message

to the requesting site. This EXCEPTION message informs the requesting site that its

request was ignored. If the token is not piggybacked, but simply reaches the critical

resource's site as it traverses the logical ring, then the critical resource's site just removes

the old token.

We now formalize the operations performed by the critical resource's site and then all



other sites in two different protocols.

Protjocol Performed by the Critical Resource's Site

1. if no token has been received for T seconds,

(a) create a new one with an incremented INCARNATION.

(b) forward the new token to the next site on the logical ring.

2. if a token destined for this site is received and if its INCARNATION is less than

the greatest existing IN CARNATION,

(a) remove this token.

(b) if the token was piggybacked upon a request, send an EXCEPTION message

to the requesting site informing it that the request was ignored.

3. if a token with REQUEST Y/N field set (to Yes) destined for this site is received,

(a) service the request it is piggybacked upon and rte-ord the requesting site's

identity.

(b) when the request has been serviced, return the result to the requesting site.

(c) clear the token's REQUEST Y/N field (to No) and forward it to the site which

follows the requesting site on the logical ring.

4. if a token with REQUEST Y/N field cleared (to No) destined for this site is received,

deter mine if this tite has a request for the critical resource.

(a) if so. service the request.

(b) when the request has been serviced, forward the token to the site which follows

the current site (the critical resource's site) on the logical ring.

61-17
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Protocol Performed by All Other Sites

1. if a token dt:uned for this site is received, determine if the site has a request for

the critical resource.

(a) if so, set the token's REQUEST Y/N field (to Yes) and senC the request to

the critical resource, piggybacking the token upon it.

(b) if not, forward the token to the next site on the logical ring.

Proof of Protocols

We must show that the three protocol requirements are satisfied:

1. mutual exclusion

2. absence of deadlock

3. absence of starvation

First is mutual exclusion. The servicing of two or more site's requests for the critical

resource may not overlap in time because there is only one token and it is kept at the

critical resource while each request is being satisfied.

Second is absence of deadlock. Deadlock cannot exist because the third of the three

conditions listed in the introduction to the distributed mutual exclusion problem cannot

hold. This is true because there is only one resource (the critical resource) controlled by

our protocols.

Last is absence of starvation. Starvation is impossible because the time between the

servicing of consecutive requests from a particular site is upper bounded by the time
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required fo, the token to traverse the logical ring once. At most N requests are serviced

during that time.

QED

2.2.4 Performance

Our imnproved distributed mutual exclusion protocol has the following performance. The

number of messages to be sent per critical resource access depends upon the number of

sites with requests for the critical resource. If every site has one, only two messages are

required: one to send the token to the site and one to send the request with the token

piggybacked upon it to the critical resource's site. On the other hand, if only one site has

requests, then N + 1 messages are required per access: N messages to forward the token

once around the ring and one more to send the request with the token to the critical

resource's site.

The delay between consecutive critical resource accesses by any site assuming that every

site has a request is at most twice the maximum delay from the critical resource's site to

any other site, 2.delay(CRS c* S). This is true under the reasonable assumption that

the request service time is smaller than the quantity 2xdelay(CRS 4* S).

The delay between consecutive critical resource accesses by a particular site depends

upon the number of requesting sites. If every site has a request, then the delay is at most

twice the maximum delay from the critical resource's site to any other site, multiplied

by the number of sites, or 2AVxdea!,(CRS * S). If only one site has requests, the

delay is less than twice the delay from the critical resource's site to the requesting site

plus the time required to forward the token completely around the logical ring, in other

words 2.delac,(CRS 4* S) + delcy(RING). Again, these calculations assume that the
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request service time Is tess than 2-dclao(C1?S • 5).

2.2.5 Comparison

Our distributed mutual exclusion protocol outperforms all prev.ous ones in terms o-" beth

number of messages and delay per critical resource access.

Ricart and Agrawala 19] require 2N-1 messages: N-1 to broadcas. a REQUEST, X\-1

for the REPLYs from all other sites, and 1 to send its request to the critiCal resource.

Our protocol requires only from 2 to N + 1 messages, as shown above. Their protocol

results in a delay of at most 2xdelay(CP,.S 4 5) -r 2zdoy(S -, S) between aczesses

by any site, assuming a high request load. Our result, namely 2xdelay(CRS t* 5"),

is significantly better. Because access to the critical resource is controlled by sequence

numbers, the delay between accesses by a particular site depends upon the order in which

requests are generated at different sites. So it is impossible to derive a meaningful bound

on this delay.

The performance of Carvalho and Roucairol is in the worst case (which is typically the

actual case) the same as Ricart and Agrawala 19].

Ricart and Agrawala in response to Chang requires N + 1 messages. Again, our protocol

requires from 2 to X + 1. The delay between accesses by any site, assuming that every

site has a request is 2xdcot/(CRS 4 S) + delay(S €c S). Our result is significantly

better. Again, the delay between accesses by a particular site cannot be easily bounded

because it depends upon request generation order.

Ricart and Agrawala in response to Carvalho and Roucairol requires N + 1 messages

per access. The delay between consecutive accesses by any site is 2xdela/(CRS 4*

S) + delayj(S .• S). In this case as well, the delay between accesses by a particular
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site cannot be easily bounded because it depends upon request generation order. Our

protocol performs at least as well.
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2.3 A Distributed Bounded Buffer Producer/Consumer Problem Protoco.

2.3.1 Introduction

The distributed bounded buffer producer/consumer problem is the fJlowing. A dcs-

tributed system has N sites cooperating in some computation. Located at one of these

sites is a pool of B buffers, each of which can hold one data item. Processes at other

sites may need to access the buffer. In particular, sites from time to time produce data

items which must Ie stored in the buffer pool. Sites also from time to time consume

data items after reading them from the buffer pool. As far as the consumer is concerned,

all data items are equal; that is, the identity of a data item's producer is ignored. The

problem is to ensure, without any access control mechanism at the buffer site, that no

producer writes to a full buffer pool and no consumer reads from an empty buffer pool.

We demand that a bounded buffer producer/consumer problem protocol satisfy two ad-

ditional constraints: absen'.e of deadlock and absence of starvation. These constraints

were explained ii the introduction to the distributed mutual exclusion problem section,

2.3.2 Background

We have not found any earlier protocol for the distributed bounded buffer producer/consumer

problem.

4., 61-22
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2.3.3 Protocol

We propose at, original token-based protocol. The token format is shown in figure 4.

TAG DESTINATION REQUEST Y/N INCARNATION

Figure 4. The token format.

The TAG field identifies the message as a token. The purpose of the REQUEST Y/N

field is explained below. The INCARNATION field is used to handle lost and duplicate

tokens, as described below. The I field is the current value of the number of full buffers

in the buffer pool; it equals the number of data items stored in the pool.

Basically the token follows a preestablished logical ring. When a site which does not

currently need to access the buffer pool receives the token, it forwArds it to the next site

on the ring. Now suppose that the site receiving the token has produced X items and

so needs to store them in the buffer pool. If I < B, it increments I by min(X,B - 1)

and sends that number of items to the buffer, along with a request to write them to the

buffer. The token is piggybacked upon the request. Note that at this point the token

has temporarily stopped following the logical ring. Now the purpose of the REQUEST

Y/N field can be understood. If this field is set (to Yes), the token is piggybacked upon

a request. If it is cleared (to No), the token is not piggybacked; instead it is simply
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following the logical ring through the buffer site. Upon the reception of a token with

cleared REQUEST Y/N field, the buffer site receives the opportunity to access the buffef

pool.

Upon arriving at the buffer site, a token with a REQUEST Y/N field set (to Yes) is

immediately forwarded to the next site on the logical ring; that is, the site following the

one which produced the X items. If I = B when the producer's site receives the token,

it simply forwards it to the next site on the ring.

Now suppose the site receiving the token needs to consume X items. If I > 0. it

decrements I by min(XI), sets the REQUEST Y/N field (to Yes) and sends to the

buffer site a request to read min(X.I) items. The token is piggybacked upon the

request, When the request arrives, the items are sent to the requestor, the token's

REQUEST Y/N field is cleared (to No), and the token is dispatched to the next site on

the ring, directly from the buffer site, If I = 0 when the consumer's site receives the

token, it simply forwards it to the next site on the ring.

If the buffer site has not seen the token for a preestablished period of time long enough

for the token to traverse the entire ring. it creates a new token with the current value of

I and an incremented INCARNATION,

Suppose the buffer site receives an old token, mistakenly assumed lost. Then the buffer

site immediately removes it. If the old token was sent to the buffer site piggybacked upon

a request, then the buffer site returns an EXCEPTION message to the requesting site.

This EXCEPTION message informs the requesting site that its request was ignored. If

the token is not piggybacked, but simply reaches the buffer site as it traverses the logical

ring, then the buffer site just removes the old token.



We now formalize the operations periormed by tht, bufier site ,nd ihe. all other sites in

two difierent protocols.

Protocol Performed by the Buffer Site

1. if no token has been received for T seconds,

(a) create a new one with an incremented INCARNATION and the current value

of I.

(b) forward the new token to the next site on the logical ring.

2. if a token destined for this site is received and if its INCARNATION is less than

the greatest existing INCARNATION.

(a) remove this token.

(b) if the token was piggybacked upon a request, sený an EXCEPTION message

to the requesting site informing it that the request was ignored.

3. if a token with REQUEST Y/N field set (to Yes) destined for this site is received.

(a) perform the read or write request it is pif.Sybacked upon.

(b) dear the token's REQUEST Y/N field (to No).

(c) forward it to the site which follows the requesting site on the logical ring.

4,. if a token with REQUEST Y/N field cleared (to No) destined for this site is received

and if this site has produced X items.

(a) store min(X,B - 1) items in the buffer pool.

(b) increment the token's I field by min(X, B - 1).
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(c) forward the token to the site which follows the current site (the buffer site)

on the logical ring.

5. if a token with REQUEST Y!N field cleared (to No) destined for this site is received

and if this site needs to consume X items,

(a) read min(X,1) items from the buffer pool.

(b) decrement the token's I field by mir,.(X, 1).

(c) forward the token to the site which follows the current site (the buffer site)

on the logical ring.

Protocol Performed by All Other Sites

1. if a token destined for this site is received and if this site has produced X items.

(a) increment the token's I field by rntn(X, B - I).

(b) send min(X, B - I) items to the buffer site with the token pigybacked upon

them.

2. if a token destined for this site is received and if this site needs to consume X

items.

(a) decaement the token's I field by mmn(X, I).

(b) send a request for min(X,I) items to the buffer site with the token piggy-

backed upon it.

Proof of Protocols
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No producer will write to a full buffer pool and no consumer will read from an erupt.

buffer pool because the I field always contains the number of data items which -?,e

buffer pool will contain after the current read or write request, if any, is perkh'rmed, The

REQUEST Y/N field always specifies whether any request is outstanding.

Deadlock is impossible because the third of the three conditions listed in the introduction

to the distributed mutual exclusion problem cannot hold. This i! true because there is

only one resource (the buffer pool) controlled by our protocols.

Last is absence of starvation. Starvation is impossible because the time between the

servicing of consecutive requests from a particular site is upper bounded by the time

required for the token to traverse the logical ring once. At most N requests are serviced

during that time.

QED

2.3.4 Performance

Our distributed bounded buffer producer/consumer protocol has the following perfor-

mance. The number of mesages to be sent per read o write request to the buffer

depends upon the number of sites which need to read or write. Note that each read or

write request may read or write multiple data items. If every site need to e'ead or write,

only two messages are required: one to send the token to the site and one to send the

request with the token piggybacked upon it to the buffer site. On the other hand, if

only one site has requests, then X + 1 messages are required per access: N messages to

forward the token once around the ring and one more to send the request with the token

to the buffer site.
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The delay between consecutive buffer accesses by any site assuming that every site has

a request is at most twice the maximum delay from the buffer site to any other site,

2.zdelay(D t* S). This is true under the reasonable assumption that the request service

time is smaller than the quantity 2xde.ay(B .4* S).

The delay between consecutive buffer accesms by a particular site depends upon the

number of requesting sktes. If gery site has a request, then the delay is at most twice the

maximum delay ffom the buffer site to any other site, multiplied by the number of sites,

or 2Nd.1-AB ý* S). If only one site has requests, the delay is less than twice the delay

.fom the buffer site tv the requesting site plus the time required to forward the token

completely around the logical ring, in other words 2zdelay(B ý* S) + delay(RING).

Again, these calculations assume that the request service time is less than 2zdclayk( .B

S).
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3 A PROPOSED LOAD S'nARING PROTOCOL

3.1 Introduction

Loae sharing in a distributed system is the problem of assigning processes to different

sites so as to reduce job turnaround time. This can be dome by maximizing the utiliza-

tion of resources while minimizing the communication between sites. Resource utilization

maximization tends to distribute processes evenly among the sites. In contrast, minimiz-

ing the inter-site communication tends to assign all processes to a single site. So, there

exists a conflict betweet, these two goals asid a compromi,e must be made to obtain an

optimal load sharing policy-

In this report we preen.t a proposed load sharing protocol based upon previous researchers'

work and some novel thoughts on parallel user process behavior. As we will see, a precise

definition of the job turnaround time to b- minimized is necssau-y: specific-ally, our load

sharing protocol is intended to minimize the sM of the real times to complete the jobs

(parallel appication programs) submitted to the system.

3.2 !!Etgrund

Load 6aring has been studied for more than twenty years. Some of the load sharing

techniques in use today have been adapted from operations research sesults. These

results coimcern the utilization of people, equipment, and raw materials. Specifically,

if people and equipment are equated with processors and raw materials with computer

"pworams, then these results become immediately applicable. Such an approach to load

sharing is called the jobshop approach, because the terminology of manufacturing is

applie4 to load sharing. An early text on this subject is Conway. Maxwell, and Miller

114].
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Another approach is the graph theoretic technique 1151. Here a graph is used to express

the problem. Each vertex represents a program module. Each edge represents the com-

munication required between the two modules represented by the vertices at either end.

Each edge is labelled by a number equal to the time required for inter-site communi-

cation should the two modules be assigned to different sites. Then the process-to-site

assignment minimizing inter-site communication is found by applying the Ford-Fulkerson

algorithm.

Yet another approach is the mathematical programming approach (16,171. This approach

formulates process-to,-ite assignment ai !n optimization problem and solves it using

mathematica! programming methods.

Finally, the heuristic approach provides fast but suboptimal protocols for process-to-sita

assignment 1181.

Next we summarize an extensive literaturi search of the liaaA sharing problem. S;nce our

goal is the proposal of a load sharinj protocol and nft a mathenmatical analysis, we have

toncentratwd upon practical potocols.

First Eager, Lazowsa, and Zahorjan [191 present the results of experimental studies of

heuristic load sharing protocols. The following are their conclusions.

1. emly simple strategies with small amounts of system information are necessary.

2. the cost of process migration is mostly processor time rather than communication

time.

3. sender-initiated policies are preferable to receiver-initiated plicies at fight to mod-

F, erate loads.
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4. receiver-initiated policies are preferable at high system loads but only if tht costs

of process migration under the two strategies are comparable. That is, receiver-

initiated policies may cause the migration of executing processes. Such rrocesses

typically have a much larger context than newly created processes. Thus their

migration cost is greater.

5. if the cost of process migration under receiver-initiated policies is significantly

greater than under sender-initiated policies, then sender-initiated policies are uni-

formly better.

6. modifying receiver-initiated policies to transfer only newly created processes yields

unsatisfactory results.

Leland and Ott 120] present a quasi-heuristic load sharing protocol based upon an exper-

imental study of the behavior of 9.5 million Unix processes created at the Bell Commu-

nication Research computer system during a four month period. These are tht study's

results.

1. processes actually do fall into three groups, as the "folk theorem" claims:

(a) CPU bound

(b) 10 bound

(C) normal

2. the overwhelming majority of processes are normal

3. if X is a random vaiable equal to the amount of CPU time used by an arbitrary

process, then given that X is greater than 3 seconds,
161-31
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1- F(x) = rx-

where r and c are constants and 1.05 < c < 1.25. Here F(x) is the probability

distribution c: X.

4. using the same definition of X and assuming that x > 3 seconds,

E[X - x I X > x] ; k, + k2x

where k, and k2 are constants. In other words, given that a process has used at

least 3 seconds of CPU time, the expected value of the remaining CPU time is

more or less proportional to the amount of time the process has already used.

Their proposed load sharing protocol included two parts: an initial placement protocol

and a process migration protocol. The initial placement protocol chooses the site for a

newly created process to begin running at. This protocol attempts to take advantage

of the smaller context of newly created processes. The process migration protocol is

receiver-initiated. When a processor becomes idle, it broadcasts an auction invitation.

Each of the other processors executing at least one process which meets a certain criterion

sends a bid containing its load to the idle processor, The latter processor waits for a time

for such bids and accepts the bid from the processor with the highest load. Then the

winning bidder sends one of the criterion-meeting processes to the idle processor.

Leland and Ott also simulate their protocols. They compare different values of tuneable

parameters. In addition, they compare their process migration protocol with a *random"

protocol. One result of this study is the conclusion that CPU and 10 bound processes

beneft from almost any migration policy, but selection heuristics must be carefully chosen
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to avoid penalizing the majority of processes while rewarding the CPU and I0 bound

processes.

Barak and Paradise [21] describe and compare some load sharing protocols implemented

in the MOS Multicomputer Operating System. Their conclusions are the following.

1. assigning newly created processes to underloaded machines seems to be an adequate

means to achieve load sharing.

2. processes should be migrated to where their 10 operations take place.

3. responsibility for the migration of each process may be assigned to the process

itself.

Barak and Shiloh [221 present an earlier load sharing protocol implemented in MOS. Their

conclusions are the following.

1. a process should remain at its current processor for a certain minimum time before

being migrated.

2. a process should be moved to be physically close to the objects it must communicate

with.

Wang and Morris [231 propose a performance metric for load sharing protocols called

the Q-factor. This metric compares the mean response time for all processes under any

given protocol with the mean response time under FCFS. They arrive at the following

conclusions.
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1. server-initiated protocols usually have a highier Q-factor that source-initiated pro-

tocols for the same leve! of information. This is true since server!. art not allowed

to be idle while jobs, are waiting.

.. the performance of source-initiated protocols degrades as the number of servers

becomes large. On the other hand, the performance of server-initiated protocols

improves.

3. the performance of server -initiated protocols is less sensitive to service time van-.

ability than the performance of source-initiated protocols.

Finally Cabrcra [241 presents measurements of process beairon several Unix inst;la-.

tions. Then he analyzes the implication of these mea~surements on lo&4 shifing -protocols..

Hi's conclusions ate the followiing,

1. for a wide range of lifetimes and systems, at kiast 4Owhich have a lifetime of grtatef

than T time units have a lifetime greater than.24 jis

2. the percentage of processes which do not bentfit from fremowe execu~tio1 incrueses

more than linearly %ith increasing CPU power.

3. general purpose load balancing strategies shwold, 4t~based vpwon procms migratio'n

mechanism and drivtn by the detection of long-lived process s.

4. the sauniden t pocusing wtatey for s),v rz"Auutsss is to .t.cult thanm1 WoAlY.

S. local schedulers s"14ld etect and mark louigived proctsuLs

6. the uhedulor algorithm must be able to di Wrirentiate. betwimn longiwd ixocesses

and puo"esseWhth use alot of CPU time. :.-
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Next we present our proposed heuristic load shaing protoco! bastd upon the above-

mentioned results and some novel thoughts on parallel user process behavior.

3.3 The Process as a Unit of Parallelism

The load sharing protocol we present in this report is based upon the interpretation of

user process creation explained below. Even after reading many articles on multiprocessor

scheduling (1141 through 1371), we have not discovered any previous expression of this

interpretation. Thus we claim that it is novel. Further, as the reader will see, it leads us

directly to a simple and satisfying load sharing protocol, presented in section 3.6.

First, we distinguish between a system process and a user process. A system process is on~e

of possibly many processes which implement (distributed) operating system functions -

that is, control the system hardware and software resources so as to make their operation

both convenient to the user and efficient. On the other had, a user process is one of

possibly many processes which cooperate in executing some application program.

Now consider uset process creation in a uniprocessor. Why would a user create more than

one process to execute a particular application program? The arswer is that the user

would not,, because the fact that only one processor exists implies that only one process

.,could exucute at any time in any case. So there is no advantage in creating additional

processes

"Next consider user process creation in a multiprocessor. Here multiple processors exist;

"thus multiple p .octesss may run simultaneously in the execution of the same application

Prograipm By comparing the unilctessor cas with the multiprocesso case, we see that

vause should create an additional process to help execute an application program only if

ithe folowinc condition holds: there are two parts of the program which will execute faster
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on two processors than on one. including the time for interprocessor communication.

The same argument holds even if process creation is decided not by humar: users, by by

software, such as a compiler specialiy written io' a multiprocessor.

Based upon the above argument, in -ite remainder of the explanation of our proposed load

sharing protocol, we assume that multiple user processes exist only to define the parts of

am applicat-on program which should be executed in parallel upon different processors.

3.4 The Job Graph

We saw in the previous section that multiple user processes serve only to express paral-

lelism in application programs. Specifically, two distinct processes performing different

parts of the code of the same application program shouid exist only if the code executes

faster on two processors than on one, including interprocessor communication time. We

assume without lons of generality and with only one exception described below that at

each process creation, at least two processes are created. The only exception is the cre-

ation of the first process to begin the execution of a particular application progr'A,. Next

we explain why we can assume L processes are created.

We do not allow a single process to be created for the following reason. With the

"exception mentioned abovt, a child prcess is always created by some parent user process.

We assume that the parent process continues executing after the child is created; for

otherwise, the child process uould be considered a continuation of the parent proces

rather than a disinct process. However, we identify as two .diferenot procewes the parent
pr•oces before child creation and the parent process after child reation. The reason is

that the parallelism expressed by the parent process before child creation if different from

that expressd after child creation. Otherwise, the child process could have been created
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at the same time as the parent process was created. Recalling that the function of a

process is to express parallelism, it is reasonable to consider the parent process before

and after chilc creation as two distinct processes.

We will represent the creation and termination of processes during the execution of an

application program as a graph. An example is shown in figure 5.

P3P

PS

$ Figure 5. A job graph.

The execution of the application Xtram begins with process pl, represented by the

vertical edge labliled pl. Process p, creates three other processes, which are meant to

be executed in parallel, represented by the edges labelled A, pa. and p4. The horizontal

edges connectinq A. p, pi, and p4 reretsent interprocessor communication. As explained

in the pruvious paragtaphs, jh is considered to be distinct from pg. ph and p4. Notice that

process j% is a child of both process jp and process p,. This implies that As needs results
from p and p.. By an argument similar to the one presented above, p is considered

di~tinct from both ha and pj; also pe is distinct from A and ps. Finally proces" P

products the output of the appliction program.
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The execution of an application program is referred to as a job. In general a job consists

of multiple processes organized in a graph as in figure 5. Thus such a graph is called a

job graph.

3.5 Local CPU Scheduling

The function of the local CPU scheduler is three-fold. First it must schedule processes

present at each site so as to contribute best to minimizing the sum of the real times

to complete the jobs. Second it must classify jobs as either normal, CPt bound, or

10 bound. This classification is used by the initial placement protocol presented below.

Third it musv estimate the loads presented to the local site by each of the three classes

of jobs. Next we present the proposed local CPU scheduling algorithm. It performs all

three functions.

" ~CLASS I

Notmal i QUEUE increasing
Processes piority

S~CLASS 3
to CPU

CPU Bound QUEUE

Figure 6. The loca| CPU schedulet-
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As ',Yown in figure 6 each of the processes arriving at a site is placed into one of three

queues If the process belongs to a known 10 job, it is placed in the class 3 queue. If it

belongs to a known CPU bound job, it is placed in the class 2 queue. Otherwise, it is

placed in the class 1 queue.

The CPU scheduling algorithm is round robin with a fixed time quantum T. multiple

priority queues, and preemption. The CPU is allocated to a process for one time quantum

at a time. If the process initiates an 10 operation in the middle of a time quantum, the

quantum terminates at that point and the next process' time quantum begins. This next

process is taken from the class 1 queue, unless it is empty. In that case, it is taken from

the class 3 queue, unless L is empty, in which case it is taken from the class 2 queue.

Further, if while a class 2 or class 3 process is executing. a class 1 process arrives. the

class 2 or 3 process is preempted.

Processes are transferred between the three queues in the following manner. Suppose a

process is initially inserted in the class 1 queue. It is given I time quanta in the class

1 queue to complete. If it has not completed by that point, the process is classified as

either 10 bound or CPU bound. If the percentage of the first I time quanta which it

completed with no 10 operation causing an early time quantum termination is less than

a tuneable parameter E, it is classified as 10 bound. Otherwise, it is classified as CPU

bound.

The justification for this choice of local CPU scheduling algorithm is the following. Recall

that the function of our load sharing protocol is to minimize the am of the real times

required to complete each job. This function is reduced if longer jobs are delayed for
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shorter jobs.

Thus we separate normal processes from CPU and 10 bound ones, place them in the class

1 queue, and give them highest priority. Actually, we place both normal processes and

processes of unknown class in the class 1 queue. This should cause little performance

degradation, since the overwhelming majority of processes are normal [20]. But in any

case, processes of initially unkncmn class which turn out to be either CPU or I0 bound

remain in the class 1 queue at most 1 time quanta.

We also separate 10 bound processes from CPU bound procewss and give the former

higher priority, with the following justifcation. An executing 10 bound process will almost

surely not use an entire time quantum; instead it will request an IC operation and block

long before the time quantum ends. A* the point it does so. the next time quantum

begins. Thus the typi,.al CPU burst is of much shorter duration for an 10 bound prtc.ess

than for a CPU bound ont. Applying the conclusion stated above, namely that longer

jobs should be delayed for shorter ones. ox a much smaller time scale, we conclude that

the CPU scheduling of CPU bound proceses should be dela-ed in favor of 10 bound

processes.

The CPU scheduler maintains for each pives-s the total amount of wervice time it has

received, including both CPU time and 10 service time. This quantity at real time 9 is

called the !e of pocss in at time t and denoted a.(t).

TlHt current ;et of rocess agies is used to estimate the current load on each processor

contributed by each of the three classes, as follows. It has beer. shown 120.24) thmat the
expected value of the remaining 'PU time required by a known CPU bound ;rocess is

more or le, proportional to its current age. Thus we estimate the class 2 load on a
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particular site at time t to be

7-

where k2 is some constant of proportionality and m ranges over all class 2 processes at

the site in question.

We have seen no estimate of the remaining service time of 10 bound processes as was

made for CPU bound processes in Leland and Ott [20]. However, it seems very reasonable

to extend their argument by estimating the remaining service time of an I1 bound process

to be proportional to its current age. The main difference then between the behavior of a

CPU bound process and an I1 bound process is that for the latter almost all the service

time is used performing 10 requests insttad of CPU operations. In summary, we estimate

the class 3 load on a particular site at time t to be

k3a,(t)

where k3 is some constant of proportionality and m ranges over all class 3 processes at

the site in question.

Finally, for normal pcocesses any kind of load prediction based upon past behavior seems

* to be both diffcult and pointless. So, mostly for completeness, we propose the following

simple load estimate for classl processes at a particular site.

kjP

whcre k, is some constant of proportionality and P is the number of normal processes

at the site in question.
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3. Th, Initia! Proces-s Plaeemen, Protocol

Recall that in section 3.3 we showed that a prcess shouk be an txpression of paralielism.

This leads us to the conclusion that nc. two processes from the same jcb should exec'te

at the same site at the same time. So, whenever a set of processes is created, all but

one should be moved to other processors. The moving of a process upon its creation is

often called initial placement, We use this term throughout the remainder of this report.

The following question arises immediately: at which processor do we initially place a new

process? We address this question next. It is well-known (see for example 181) that a

site is utilized most efficiently if its CPU bound load and 10 bound load are balanced. in

this case 10 requests and CPU operations can most frequently be performed in parallel.

In a computer system containing only one site these loads are not adjustable; instead,

they are determined by the application programs submitted by the users. However, Mn a

computer sys. -r -th multiple sites CPU bound and 10 bound processes can be moved

from site to site so ab to better balance the load distribution. In particular, we propose

to initially place CPU bound and 10 bound processes to achieve this goal.

But how do we know whether a process is normal, CPU bound, or 10 bound before it

starts executint? Of course, we do not. But it is reasonable to assume that the class of

a process is determsied by tht nature of the problem it helps to solve. In other words,

problems can be dassified as inherently normal, computation intensive, or memory space

intensive. Thus all tht processes of the same job are expected to be of the same class.

Once-the first process of a job, for exampie process pi of the job whose graph is shown

in figure S. has been laissified, the classes e- all the other processes of the same job

are assumed known. As we will see belmw, the misclassification of a process which does

not satisfy this assumption has. only. slight cnnsequences. Specifically, our initial process

61-42



placement protocol may misplace it. However, if all the other processes of the same job

are well placed, the performance degradation should be small.

Our initial process placement protocol uses the normal, CPU bound, and 10 bound load

estimates which were presented in section 3.5. They are periodicallay broadcast by each

site, as specified by the protocol. Thus our initial proces. placement protocol, performed

by each site, is the following.

1. periodically broadcast the local loads of the three classes 1, 2, and 3.

2. if a job creates process at the local site,

(a) if the job's class is unknown, assume it is 1 (normal).

(b) let j denote the job's class.

(c) choose, from among all sites with no process from the job in question, the

site with the smallest class j load.

(d) place the process at the site chosen in step c above.

3.7 Summary

This part of the report presented first an overview of the load sharing problem in multi-

processor computer systems. This included an extensive literature search and the presen-

tation of the conclusions of thoue papers which proposed practical, heuristic load sharing

solutions. Next we explained that in a multiprocessor system multiple processes executing

the same application program exist only to express parallelism. This novel conclusion has

an important implcation for the design of a load sharing protuo: namely, that at most

one process from a puticular job should execute at any site at any time. We then defined

61-43

S. . ... .... . .:... .... ., ;! .. ,



the job graph, which was used to display the relationships between different processes

from the same job. Next, we speciiied the local CPU scheduling algorithm, which forms

part of our solution. It had three functions: first, to schedule processes on the local

CPU; second, to classify jobs as either normal, CPU bound, or 10 bound; and third,

to estimate the loads presented to the local site by each of the three classes of jobs.

Finally, we presented the initial placement protocol, designed to implement load sharing

in accordance with all our earlier conclusions.

6.1
?I
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4 INCREASING DATABASE ACCESS CONCURRENCY IN A DISTRIBUTED SYSTEM

4.1 Introduction

This part of the report addresses the problem of increasing database access concurrency

in a distributed system. First we consider nested transactions as a possible solution. It

has been claimed (for example, see Walpole, et. al. [38]) that this type of transaction

increases database concurrency. In the following sections we show that this claim is

false. We do this by first summarizing the classic nested transaction scheme presented in

Moss [39]. Then we show that the parallel execution of the subtransactions of a nested

transaction at different sites occurs no faster than the serial execution at one site. This

is the case because of the large inter-site communication delays present in a distributed

system. Next we show that the period of time that accessed data items are locked under

a nested transaction is greater than under the serial version of the same transaction.

Thus we conclude that nested transactions do not increase database access concurrency.

Finally, we suggest that database access concurrency may be effectively increased by

decreasing data item granularity.

Although we cannot prove it, we suspect that a similar argument holds for compound

transactio,;s, as proposed in Jensen, et. al. 140] and in Jensen, et. al. [41]. That is, we

suspect that compound transactions also do not increase database access concurrency

over that provided by serial transactions. The reason we cannot prove it is the lack of

precise definition of what is meant by compound transactions, and especially what is

meant by compensation.
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4.2 Nested Transactions

4.2.1 Introduction

We begin by explaining what nested transactions are. First we present a serial transaction,

written in terms of a possible set of operations. These operations are intended only to

be examples of how thing may be done, not an actual implementation.

a .trans=proc(t:tid)

... actions with respect to t ...

end a.trans.

Here t is a tid, or transaction ID. When we wish to execute the transaction, we write a

simple program such as

t:tid :=create-.transzctionO;

a.trans(t);

comrniqt);

Now suppose we wish to compose the transaction routine a.trans and another transaction

routine, say b.trans, into a single transaction. We can do it as follows.

tatid:=ceate.transactionO;

a..trans~t);

Ubrans(t):

Sommit) ;61
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This is fine. But now a.trans and b-.rans run serially, as a sinpit serial transaction. No

concurrency is possible. However, with nested transactions, it is in principle possible to

have concurrent transaction execution. We may execute a.trans and L.trans as a nested

transaction in the following way.

t:tid :=create.transaction();

tL:tid:=create.transactiono;

a.trans(tl);

commit.(tl);

t2:tid:=create.transactiono;

b.trans(t2);

commit(t2);

cornmit(t);

In the nested transaction both a.trans and b.trans are executed as lower level transactions

and and may be executed in parallel at different sites. Here a.trans has tid tl and btrans

has tid Q2. The composition itself is a higher level transaction. It has tid t. The fact that

the composition is expressed as a (higher level) transaction guarantees the atomicity of

the composition. Thus, if either atrans or b-rans aborted after the other had finished,

the effects of the finished one would have to be undone.

In the previous paragraph, we mentioned that the lower level transactions of a nested

transaction may be executed in parallel at different sites. This is true, but actually the

following stronger statement can be made. There is no reason to divide a serial transaction

into multiple lower level transactions encapsulated in a higher level transaction other than

to allow the lower level transactions to execute in parallel on different sites. This is true
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by the following argument. A serial transaction cannot commit urtil all its operations

have been performei. But a nested transaction cannot commi: until all its lower leve.

transactions have committed; the lower level transactions in turn cannot commit until

all their operations have been performed. Similarly, if a serial transaction aLorts, all its

effects must be undone. If any lower level transaction of a nestte transaction aborts, the

effects of all its other lower level transactions must be undone. Thus there is no other

reason to divide a serial transaction up into a nested transaction other than to allow the

lower level transactions to execute in parallel on diftfrent sites.

In the remainder of this report, we assvme that each lower level transaction of a nested

transaction is intended to execute at a particular site, where all the data items it reads or

writes are located. In other words, we assume trnat the transaction programmer (whether

a human or an automaton) specially constructed each lower level transaction to read or

write data items located at only one site.

The example nested transaction of this section may be illustrated in the following way.

t

tiAt

Figute 7. A tree representation of our example nested transattim.

In Seneral, a nested transaction may be represented as a tree. Its depth may of course
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be greater than one. Thus we may apply stancard tree terminology to a nested transac-

tion. We may speak of leaf transactions, parent transactions, child transactions, inferior

transactions, superior transactions, etc. We may also speak of the root transaction as a

top-level transiction and any non-root transaction as a subtransaction.

We may now easily express in tree terminology the following assumption concerning

nested transactions. Only leaf transactions read or write data items directly. Higher

level transaction dr not; instead, they operate upon data item values which are read

and written by leaf transactions. This assumption simplifies the lock inheritance rules,

presented in section 4.2.3.

Finally we assume that each site has a transaction manager (TMI) which manages all

local transactions and can also create at a foreign site a transaction inferior to a local

one. The home lite of a nested transaction is the site where its top-level transaction is

located.

This section has defined the concept of nested transactions and explained their potential

advantages. The next section describes in detail the nested transaction facility proposed

by Moss. Later we use this facility to investigate the increasing of concurrency in dis-

tributed systems.

4.2.3 Locking

Moss proposes the following locking rules, which define the meaning of locks and what

:is done with an inferior transaction's locks when it commits or aborts.

o a transaction may hold a lock if all other transactions holding a lock on the same

data item are superiors of the first transaction.
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• when a transaction aborts, all locks are simply discarded. If any superior had held

a lock on the samit data item, it continues to do so.

* when a transactior, commits, all its locl, are inherited by its parent, if any.

4.2.4 Transaction Comr-'tment

The transaction commitment rules for nested transactions are the following.

"* all of a transaction's children must be committed before the transaction itselfl can

commit.

"* all of a transaction's children need not be resolved before the transaction aborts.

"* if a transaction aborts, all its inferiors must be aborted.

If a transaction commits, its TM

* sends to its parent's TM a COMMITTED message which informs the parent that it

committed and contains a list of the committing transaction's committed inferiors.

The parent's TM appends this list to his own list of committed inferiors.

* sends to the TM of each inferior transaction a COMMITTED message. Upon re-

ceiving it, the TM then discards all information concerning the inferior transaction.

The parent of the committing transacton now has all the pertinent information

about the inferior transaction.

Note that subtransaction commitment is provisional. If any superior transaction aborts,

then the effects of the subtransaction are undone.

If a subransaction aborts, is TM
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- sends to its parent T7M a message which informs the paret' that it aborted.

If a top-level traiisaction commits, its TM initiates the two-phase commitment protocol.

In other words,

* its TM sends to all inferior transactions' T714s a PREPARE message.

* upon receiving a PREPARE message, a TM checks that crashes have not destroyed

the inferior's data item modifications. Then it stores both the old and the modified

data item values in permanent memory. The TM replies to the top-level TM with

a PREPARED message after. the data item values have been stored.

* after receiving a PREPARED message from all inferior transactions' Tt~s, the top.

level TM records in permanent memory a notation that the transaction is complet-

ing. Then it sends a COMPLETE message to each inferior transaction's TM.

* after receiving a COMPLETE message, an inferior TM discards the old data item

values and responds COMPLETED to the top-level TM.

4.2.5 Nested Transactions Do Not Allow Increased Concurrency.

In this section we show that Mon' nested transactions do not fulfill the promise of

increased database access concurrency in distributed systenu.

We assume that tra mm ction concurrency is controlled by the two-phase locking protocol.

* eIn this protocol, a transaction's execution can be divided into two-phases: the first phase

during which locks are set and the second phase during which locks are released, but

no additional locks are set. In other words, a transaction satisfies the two-phase locking

"rotoWl if and only if it sets no lock after it releases the first one.
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Nested transactions ;ncrease database acctss concurrency in distributed systems over that

provided by serial transactions only if the tr;,nsactions comprisinE te nested transaction

can execute in parallel at different sites fai'er than they could execute in serial at one

site.

We now show that nested transactions do not accomplish this. We begin by examining the

inter-site communication required by an example transaction. The transaction modifies

.ata items A and B assumed to be located at two different sites 1 and 2.

site 1 site 2

WIW

Figure 8. The data items accessed by out example transaction.

First we implement the transaction as a serial transaction and then as a nested transac-

tion. We assume without loss of generality that the serial transaction executes at site 1.

The following is the serial transuction.

I

read A,-

rad B;

A:=A+B;

j1-j



B:=B-A;

write A;

write B;

end a.trans.

This trans2ction is executed at (site 1) via the following simple program.

t:tid:=create-transactioh()O

a.trans(l);

commit(t);

Now let us implement the same modifIcations of A and B via a nested transaction.

b.trans=proc(t2-tid)

read A;

A:==A+B;

B:iB-A;

write A;

enid b.trtnz.

Scr~aes~pwoc(t3:tid)

rmd B;

eAd c•janm

4drans=ptot4.td)
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end d.trans.

Tht nested transaction execution is begun at site 1 via the folIowint program.

tl:tid:=create..transactionO;

t2:tid :=create.trd nsactionO;

b.tra ns(t2);

commit(tQ);

t3:tid:=create.transaction();

c-tranOt3);

€Lommit(t63);

t4:tid:=create.transactiono;

d trans(t4);

CoMnmit(t4);

cornrrit(tl);

Recall from secuion 4.2.1 that each subtransaction of a nested transaction is wrier. .o

as to access data ittous at only one site and to execute there. Since c.zr~ns ;nd dj.ans

operate only upon data items at site 2. it is cear that they should be send to site 2. Now

let us see if the execution of b-traos at site I and the concurrent execution of cjtrans

and dtrans at site 2 can be completed Uaster than the serial execution of aarans at site

1.

Figure 9 shows a time Unte for meges passud between sitt I and site 2 during the

execution of the serial sansaction t. Figure 10 shows a time tine for -Ie nwtj 'transaction

ti. We explain figure 9 next. First site I locks Gatu item B in accordance with the two.

phase locking protocol. Then it reads S. The value of B is ,eturned ftom site 2 to site
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site 1 site 2
•. LOCK B

READ 8 • ,

time

value o.• B and ACK

Figure r. The time line for transaction t.
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send transaction cudt

time

( PREPARE and ACK

two-phase

commit
protocol

Figure 10. The time line for transaction tC.
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tS

I with an ACK for the LOCK B message. Next site I writes the upoated value of B

to site 2 ane piggybacks an ACK for the earlier message which sent B to sitt 1. Next

site 2 ACKs the WRITE B message Then site 1 is sure that B has been updated at site

2 and unlocks E. Finally site 2 ACKs the UNLOCK message. The transaction t is now

complete and can be committed.

Next we explain figure 10. First we assume that site 1 recognizes that the inferior

transactions t3 and t4 belong at site 2, since they reference only variables located there.

Thus, site 1 sends site 2 a message including the code of c.trans and d.ttans. Next

c.trans is executed at site 2. It reads B and sends the value to site 1. Accompanying

that mezsage is an ACK for the transaction code message. Next t3 commits and send

a COMMITTED message to site 1, where its parent transaction tl is located. Then

transaction t2 modifies the value of B. The new B value is returned to site 2 along with

an ACK for the COMMITTED message. Now transaction t4 writes the new B value at

site 2 and returns a COMMITTED message to its parent, namely t1. Finally t1, which

is a top-level transaction, starts to commit. It performs the two-phase commit protocol,

as shown in figure 10.

Clearly, the nested transaction t1 takes a longer time to execute than the serial transaction

t. Thus at least for this example, nested transactions do not increase database access

concurrency. But is this true in general? Yes, by the following argument.

We compare the time required to execute a general serial transaction with the time to

execute a nested transaction under the assumption that inter-site communication is much

greater than computation time, In the serial case, at the beginning of the transaction's

executiom a LOCK followed by a READ is sent to each sitewith a data item read and

A ,-modified by the transaction. The read data items are sent to the site where the transaction
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is executing. An ACK for the READ message is piggybacked upor the read data items. It

is best to read all needed variables initially, when the transaction begins execution, so that

multiple locks and reads to the same site may be combined into a single LOCK message,

a single READ message, and a single message containing the read data items. After

modifying the data items, the transaction writes them back to their original sites, all of

the writes destined for the same site having been combined into a single WRITE message.

The transaction then waits for an ACK for each WRITE message. Upon receiving the

ACK from a particular site, the transaction UNLOCKS all the data items it has locked at

that site. Finally the transaction waits for an ACK for each UNLOCK message and then

commits if everything went correctly. A total of six rounds of inter-.site communication

are required. In each round one message must be sent between the transaction site and

each site storing data items modified by the transaction.

In the nested case, at the beginning of the transaction's txecution, the code of each

inferior transaction is sent to the site where it belongs. It modifies data items thre and

may even return values of local data items to its home site. If this is necessary, the

performance of the nested transaction becomes even worse. Assuming this is not nec-

essary, each inferior transaction sends the home site a COMMITTED message when it

finishes; an ACK for the transaction code message is piggybacked upon it. After receiving

COMMITTED messages from all inferior transactions, the top-level transaction commits

by executing the two-phase commit protocol. This requires a PREPARE message, a

PREPARED message, a COMPLETE message, and a COMPLETED message. Again six

rounds of inter-site communication are required; each. round again requires the transmis-

sion of a message between the home site and each site where an inferior transaction is

executing.
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In conclusion, six rounds of inter-site communication are required for both the serial and

the nested versions of the transaction. Assuming that computation time is insignificant

with respect to inter-site communication delay, nested transactions offer no advantage

over serial transactions.

So far in our examination of the inter-site communication required by nested transactions

we have considered only nested transactions whose tree representations have depth one.

Is our conclusion true even for nested transactions whose trees have depth greater than

one? Yes. As the tree depth increases, more COMMITTED messages must be sent from

committing subtransactions to their inferiors. Many of these COMMITTED messages

must be send between sites, greatly slowing the execution of the nested transaction.

Our comparison of nested and serial transactions is not complete until we examine the

length of time each type of transaction holds its accessed data items locked. We will see

that nested transactions actually hold their locks longer than serial transactions and so

our earlier result is reinforced. Thus othe transactions must wait longer to access the

locked data items in the nested case.

As can be seen from an examination of figures 9 and 10, the serial version holds its locks

on the data items it accesses at site 2 from the time that the LOCK message arrives until

the time that the UNLOCK message arrives. The nested version holds its locks from

the time that the subtransaction code reaches site 2 until the time that the COMPLETE

message arrives. The latter time interval is greater than the former. Thus, finally we

may conclude that nested transactions do indeed not provide increased database access

concurrency in a distributed system.

4.3 Increased Database Access Concurrency Via Decreased Data Item Granularity.
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The previous sections of this report showed that nested transactions provide no increase

in database access concurrency over serial transactions. As mentioned earlier, we suspect

that the same is true for compound transactions. Thus, how do we increase database

access concurrency? One approach is to decrease data item granularity - that is, to allow

smaller sections of memory to be locked. For example, instead of choosing a data item

granularity equal to a page, choose a granularity equal to half a page. This approach

is both simple and effective, in contrast to the nested transaction approach, which is

complex and ineffective.

4.4 Summary

This part of the report addressed the problem of increasing database access concurrency

in a distributed system. In short, we showed that nested transactions do not solve the

problem because of long inter-site communication delays. We explained that we suspect

compound transactions also do not, although the term compound transaction is not well-

defined enough to prove this suspicion. Finally we suggested that decreased data item

granularity is a simple and effective solution to the problem.

I
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5. PROTOCOLS FOR OUR PROPOSED DISTRIBUTED OPERATING SYSTEM

5.1 Introduction

This section of the report puts the finishing touches on the problem addressed by the 1986

Summer Faculty Research Program (SFRP) work: namely, to determine in detail which

services should be supported by protocols for inter-site DOS communication. A slightly

modified version of the final report of that work is attached as an appendix. This version

was presented at the October 1987 International Federation for Information Processing

Conference on Distributed Computing in Amsterdam, The Netherlands. The problem

addressed in that report is the identification of the inter-site communication needs of a

DOS. The problem was approached by proposing a simple but typical DOS and deter-

mining the general communication services it requires - for example, send a datagram,

broadcast a datagram, establish a virtual circuit, etc. These terms are explained in the

SFRP report. The present report identifies the specific communication services a.typical

DOS requires, in the following way. First, we define the specific services being considered.

Then we specify for each of the inter-site communications required by our proposed DOS

which specific services are needed. Finally, we show that the services may be layered so

that each inter-site DOS communication will find the services it needs by entering at an

appropriate layer and accessing only that and lower layers. We specify the entry layer for

each inter-site DOS communication.

5.2 The Specific Communication Services

The final report from our SFRP work identifies the general inter-site communication

sevices required by our proposed typical DOS. From a careful examination of that report,

enclosed as an appendix to the present report, one can identify the specific communication
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services required. These specific communication services. which are necessa•) for some

communications and unnecessary for others, are

GUARANTEED PACKET ARRIVAL

RESEQUENCING AND DUPLICATE REMOVAL

ERROR CORRECTION CODING

The GUARANTEED PACKET ARRIVAL service ensures that transmitted packets even-

tually arrive at their destinations with no errors. One implementation of thi., service ;s tc

acknowledge received packets and retransmit unacknowledged packets after a time-out.

The RESEQUENCING AND DUPLICATE REMOVAL service reorders and discards pack-.

ets, if necessary, at their destinations so that one copy of each packet remains annd so

that the packets are arranged in the same order as that in which they were transmitted..

The ERROR CORRECTION CODING services adds redundancy to transmitted packets

so that possible errors may be corrected at the destination. This service decreases the

delay required to correctly receive a packet which experiences errors on the route to its

destination by eliminating the need to wait for the acknowledgement time-out period

and the delay caused by retransmitting the erroneous packet. We apply the ERROR

CORRECTION CODING service to delay-sensitive communications.

5.3 The Required Specific Inter-Site DOS Communication Services

In this section we list for each of the inter-site communications required by our proposed

DOS the necessary Seneral and specific communication services. The required commu-

nications are listed in the same order as in the SFRP report and are grouped according

to the DOS manager performing the communication. The format of the list is the fol.

lowing. First, the communication is listed, followed by a colon. Next comes the general
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communication servict it requires. Next comes a list of the three specific communication

services and whether each is necessary for the communication being considered. Finally,

comes the Entry layer number. This number is explained in section 5.4.

The Specific Inter-Site Communication Services Required by the Security Manager

To increase a classification: broadcast a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL not necessary

Entry layer 5

To decrease a classification: broadcast a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 6

To migrate a data entity- broadcast a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 6

The Specific Inter-Site Communication Services Required by the Resource Manager

6
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To access a foreign resource: send a datagramr

ERROR CORRECTION CODING not necessry

RESEQUENCING AND DUPLICATE REMOVAL necessary

GUARANTEED PACKET ARRIVAL. necessary

Entry layer 7

To broadcast resource loads: establish virtual circuits to all other sites

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL not necessary

Entry layer 4

To detect deadlocks: send a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 6

To elect controllers: broadcast a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL not necessary

Entry layer 5

To elect a process to be preempted: boadcast a datagram
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ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL not necessary

Entry layer 5

The Specific Inter-Site Communication Services Required by the Entity Manager

To locate the closest replication of a data entity: broadcast a datagram

ERROR CORRECTION CODING necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL not necessary

Entry layer 7

To read a foreign data entity: send a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not'necessary

GUARANTEED PACKET -ARRIVAL not necessary

Entry layer 4

To create a foreign data entity: send a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 7
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To copy a data entity to a particular foreign site: establish a virtual circuit

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 7

To delete a data entity at a particular foreign site: send a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 6

To delete all replications of a data entity: broadcast a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 6

To create a process at a foreign site: send a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 7

To terminate a process at a foreign site: send a datagram
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ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 6

The Specific Inter-Site Communication Services Required by the Database Manager

To broadcast a lock for a data entity: broadcast a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 6

To broadcast a data item update, broadcast a datagram

ERROR CORRECTION CODING not oecesuary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL not necesary

Entry layer 5

To broadcast an unlocd: broadcast a datagrarn

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necesary

GUARANTEED PACKET ARRIVAL necessary.

i! ~~Entry layer. 6 •"

61-61g I



To broadcast one datagram for each data entity after system reconnection: broadcast a datagran

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL no: necessary

Entry layer 5

To exchange journals: establish virtual circuits

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 7

To copy all replications of a data entity to a common site: establi3h virtual circuits

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL necessary

GUARANTEED PACKET ARRIVAL necessary

Entry layer 7

The Specific Intet-Site Communication Services Required by the F&aut Manager

To btoadeaus checkpoinws boaddcaa a data•ram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necesury

GUARANTEED PACKET ARRIVAL not necessary

Entry 3yet S

4 1t

61 -8

____,



iI

To elect a rollback site: broadcast a datagram

ERROR CORRECTION CODING not necessary

RESEQUENCING AND DUPLICATE REMOVAL not necessary

GUARANTEED PACKET ARRIVAL not necessary

Entry layer 5.

5.4 A Layering of the Inter-Site DOS Communication Services

The previous section presented the inter-site communication services required by a DOS.

The present section presents a layering of these services. This layering has the property

that all DOS communications are able to find the communication services they require

by entering at an appropriate layer and accessing only that layer and lower layers. The

previous section anticipated the results of the present section by listing the entry layer

for each inter-site DOS communication.

Figure 11 shows the strvice layering. There are actually two layering: one provides

datagram connections and the other provides virtual ciecuits. Virtual' circuits are not

layered -upon datzgram connections because virtual circuits can be implemented more

efficiently directly upon the routing service. To justify this claim we must first explain

the fonction of the ROUTING layer. It determines the channel by which packets leave

each site. It sends those packets flowing along a virtual circuit out on the c"e outgoing

chant ei lying on the virtual circuit. It sends c=tagram packets out on a channel cho.en

dynamically according to some routing technique. Thus, the routing servitc required by

datagrams differs fundamentally from that required by virtual circuits. For this reason

and others, it is moxe sensible to have separate datagram and virtual circuit layers than
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to layer virtual circuits upon datStaram connections.

We next describe the remaining layers. The BASIC DATAGRAl. CONNECTION SER-

VICE layer provides datagram connection establishment and termination as well as packet

transmission over a datagram connection. Similarly the BASIC VIRTUAL CIRCUI SR

VICE layer provides virtual circuit establishment and termination as well as packet %trans-

mission over a virtual circuit.

The FLOW CONTROL layer provides a means for the destination to govern the amount of

data sent by the source. This may be accomplished in the following way. First a sequence

number is associated with each packet. This sequence number should be unique over all

packets sent over the same datagram connection or virtual circuit. But periodic sequence

numbers provide satisfactory performance for large enough periods. Second, a "window"

is returned with every acknowledgement indicating the maximum seauence number that

the, source may send before receiving further permission.

The BROADCASTING layer provides for the transmission of a packet (via either datagram

connections or virtual circuits) to all other sites.

The remaining layers provide what we earlier referred to as specific communication ser-

vices. These services weie explaintd in section 5.2.

5.5 SUM~_

Thi's Part of the report finished the wotk started in the 1986 SPRP project. In that report,

we det.~nined the inter-site commiwnicatioos required by a simple but t",cal DOS. For

tath communicatimi we identified the general cornmunicatioat services rneded - such as

senda d~sgam, broadcast a datagram, established a virtual circuit, etc. In the present

report 'eietfid the spec~fic- camnwuiication wvices required, such as error correction
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coding, resequencing and duplicate removal, and guaranteed packet arrival. We presented

a layering of communication services so that each inter-site DOS communication finds

the services it needs by entering at an appropriate layer and accessing only that and lower

layers. Finally, we specified the entry layer for each inter-site DOS communication.

4i

II
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6 SUMMARY

This document presented the research conducted by Professor Craig G. Prohazka under

the US Air Force Minigrant Program.

The work addressed four problems in the design of protocols for communication between

instances of a distributed operating system (DOS) running at different sites. The first

was the design of distributed synchronization problem protocols. We solved three such

problems: the termination detection problem, the mutual exclusion problem, and the

distributed bounded buffer producer/consumer problem. The first two of these have

earlier been examined by other researchers. Our protocols outperform theirs in several

ways, including delay and required number of inter-site messages. The second area was

the design of multiprocessor load sharing protocols. We proposed a new load sharing

protocol based upon previous researchers' work and some novel thoughts on parallel user

process behavior. Then we showed that, contrary to the claims of other researchers,

nested transactions do not provide increased database access concurrency in distributed

systems. We then proposed a simple but effective technique to increase this concurrency:

decreasing data item granularity. Finally, the fourth area was the completion of the 1986

Summer Faculty Research Program work. That work identified the general inter-site

communication services required by a DOS. The present report identified the specific

communication services required by the DOS. Then we layered all the communication

services so that each inter-site DOS communication will find the services it need by

entering at an appropriate layer and accessing only that and lower layers.

V
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SUMMARY

The overall goal of this project is to explore the
possibility of tunable infrared to visible upconversion in a
heavy metal fluoride glass (HMFG) co-doped with rare earth
and transition metal ions. The transition metal ion
provides the "tunable absorption" of infrared light, while
the rare earth ion provides the upconversion mechanism via
ion-ion interaction. During this grant period, progress has
been made on the second step of this process, namely ,
upconversion via ion-ion interaction between rare earth
ions. In particular, the absolute upconversion efficiency

for Er 3+ ions doped in fluorozirconate glass (ZBLA) has been
determined. The emphasis of these experiments is to
characterize the efficiencies quantitatively, and to
determine the fundamental energy transfer parameters which
will allow the effect of upconversion in other experimental
situations to be determined. The results of these
experiments have implications not only for tunable IR to
visible upconverters, but also for the operation of rare
earth doped solid state lasers. This second application has
been a major focus of the research to date (see attached
conference abstract). Particular attention has been paid to
fiber lasers, and theoretical models of fiber lasers and
amplifiers have been developed during this grant priod. In
the following paragraphs a more detailed discusso ý4 these
research results is presented.
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ABSOLUTE UPCONVERSION EFFICIENCY

The research tc date has focused on upconversion in the
system Er:ZBLA glass. There are actually two distinct

upconversion processes relevant in this sytem. In the first
process, two Er ions in the 4 11/2 level interact, yielding
an ion in the ground state and one in a higher lying state.
Green fluorescence is observed from the higher state
(4S3 /2)- The second upconversion process involves two Er
ions initially both in the 4113/2 excited state, interacting

to !nave one in the ground state and one in the 419/2 exited
state. The Zirst upconversion process has been of primary
interest in the experiments to date. Absolute efficiencies
were zeasured using a calibrated integrating shere, with
optical filters to block the pump light and pass the green
upconverted fluorescence. A tunable dyo laser in the range
647-670 nm was used as the puzp source, exniting the 4F9/2
level. The 4111/2 level is efficiently populated in this
way, and upconversion from the 4X11/2 level can be
determined. Absolute efficiency is defined here as the
ratio of emitted power in the green to absorbed power in the
red. The absorbed power was determined from the measured
incident power and the absorption coefficient measured on a
spectrophotoxeter. With 48 &W of pump light at 652 nm

* focused to a spot of diameter 50 ým, the absolute
upconversion efficiency was measured to be 0.5%. It was

62-4S _ _



verified that the upconverted fluorescence varied as the

square of the pump beam power, as expected for a two step
upconversion process.

There are actually two distinct upconversion mechanisms
that could be responsible for the observed fluorescence, and

it vas necessary to distinguish between them before making
any conclusions about microscopic energy transfer

parameters. The first process is energy transfer
upconversion (ETU), which involves energy transfer between
two excited Er ions. The second process is excited state

absorption (ESA), wherby a single excited Er ion absorbs a
second pump photon. In both of these processes the
fluorescence intensity is proportional to the square of the
pump power. These two processes can be distinguished

however, by the way that the upconversion efficiency depends

on pump wavelength. In the case of ETV the fluorescence is

proportional to the square of the ground state pump cross
section, whereas for ESA the fluoresoence is proportional to
the product of the ground state pump cross section and ESA
cross section. By tuning the dye laser over the range 647-

670 nam, it was found that the mechanism of upconversion
is ETU. This conclusion was further confirmed by observing
that the green emission decays with a lifetime of 3 ma,

approximately half that of the 4111/2 level. This is
expected for ETU since the fluorescence signal is

proportional to the square of the population of the 1I1l/2

level. Lifetime measurements were also made pumping the
419/2 level at 799 nr. In this case as well, the dominant

upcomversion process was found to be rTU. Still another way
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to distinguish between ESA and ETU is through the
concentration dependence of the upconversion efficiency.
For ETU the upconversion efficiency should be proportional
to the concentration, whereas ESA should result in a
concentration-independent efficiency. This has important
implications for fiber laser performance, as will be
discussed in the following section. Measurements on the
concentration dependence of the efficiency are now in

progress,
With the mechanism of the observed upconversion firmly

established, microscopic energy transfer parameters can be
determined from the measured absolute upconversion
efficiency. The probability per unit time that an Er ion in
the 4,11/2 level decays via an upconversion process is given
by a Nex? where Nex is the number of Er ions in the excited
state 4Iil/2, and a is the energy transfer parameter. Using
the measured absolute upconversion efficiency , the
parameter a is calculated to be 2.5 X 10-19 cm3/s. This
parameter can then be used in the rate equations to predict
the effect of upconversion in a variety of experimental
situations. This will be further discussed in the following
section.
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EFFECT OF UPCONVERSION ON Er 2.7 pm LASER

Lasing on the 4Ill/2 - 4113/2 transition in Er 3 + has been

observed in a number of oxide and fluoride crystals.

However, lasing has not been acheived in a glass to date,
since in oxide based glasses the nonradiative relaxation
rate between these levels is very large. Fluoride glasses,
on the other hand, are characterized by relatively small
nonradiative rates, and lasing between these levels should
be efficient. In a collaboration with W. J. Miniscalco at

GTE labs, the PI has attempted to achieve lasing in an Er-
doped fluoride glass fiber. The doping level was 1% Er and
the fluoride glass used was ZBLAN. To date, lasing has not
been achieved, due to very high scattering losses in the
fiber. In these experiments, however, a very bright green
fluorescence was observed, due to upconversion among the Er
ions. The question arose as to the effect of this
upconvqrsion on laser action at 2.7 pm, since upconversion
in this case depletes the population of the upper laser

level. The results of the absolute upconversion efficiency
measurements can now be used to answer this question.

As an example, consider a 5 pim core single mode ZBLA

fiber doped with 1% Er and pumped at 800 nm. With the
effects of upconversion included in the rate equations, it

is found that the upper laser level population is reduced by
approximately 10% when the incident pump power is 5 MW. At
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this pump power level, however, saturation of the level
populations is already occuring, and it is this saturation
rather than upconversion which will be important in limiting
the upper laser level population. The effect of
upconversion can be reduced even further by- lowering the
concentration of Er ions, since the upconversion mechanism
is now known to be ETU. It is concluded, then, that
upconversion from the 4 1l1/2 level will not be a limiting
factor in obtaining laser action at 2.7 pm in Er doped ZBLA
fiber lasers.

FIBER LASERS AND AMPLIFIERS

The PI has been collaborating with W. J. Miniscalco and
L. J. Andrews at GTE labs in the development of fluoride
glass fiber lasers, in work related to the goal of this
project. We have succeded in demonstrating laser action in
a Nd3 + doped fluoride glass fiber at 1.3 ýt (see attached
preprint). This wavelength region has proved difficult in

oxide glass i~cits due to excited state absorption. Also in
collaboration with W. J. Minisoalco at GTE, the PI has

developed theoretical models for fiber lasers and
amplifiers, which allow calculation of laser thresholds,
output vs input, and efficiencies. (see attached conference
abstract). Both three and four level systems are treated,
and the effects of pump and signal saturation are included.
Analytical expressions are derived in the case of the fiber
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laser oscillator. For the fiber amplifier it is necessary
to numerically integrate the differential equations to
obtain the signal gain. These results should prove valuable
in optimizing fiber laser and amplifier performance,
especially in the case of three level systems where
saturation of the level populations is essential for
operation of the laser.
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FUTURE WORK

The focus so far has been on determining the upconversion
efficiency out of the 4I11/2 level. It is also important to
understand the degree of upconversion out of the 4113/2
level, since this has implications both for laser operation
at 2.7 pm and for tunable IR to visible upconversion. This
will be the near term goal of future research on this
project. With the upconversion energy transfer parameters
determined, it will be possible to include upconversion
processes in the theoretical models for fiber lasers and
amplifiers, to see how upconversion effects the optimum
fiber length, for example. The dependence of upconversion
on Er concentration will also be studied, to see if there is
an optimum doping level for fiber lasers and for the tunable

upconverters.
After upconversion in the Er only doped fluoride glass is

well understood, the project will move into the second

phase. The work here will concentrate on the energy
transfer from a transition metal ion such as Ni 3+ to a rare

earth ion such as Er 3 +. The efficiency of emission of the
transition metal ion will be important in the overall
process, and initially a Ni only doped fluoride glass sample
will be studied, and partially re-crystallized to create a
locally crystalline environment for the Ni ion. The
fluorescence lifetime will be measured for samples
devitrified to various degrees, in an attempt to obtain a
long lifetime (hence high efficiency). The project will
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conclude with the measurement of absolute upconversion
efficiencies in the co-doped system Ni,Er:fluoride glass,
along with other transition metal-rare earth combinations.
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1. Introduction

There has been a dramatic increase in the past decade in using active control

systems to improve structural performance [1-4]. The major challenge in the field of

active control of structures is in the design of control systems for very large space

structures. Because of the high cost of lifting mass to orbit, there is a great incentive

in making these structures light weight (and therefore flexible). Large space structures

are by nature distributed parameter systems with multiple inputs (controls) and a

continuum of outputs (displacements). The finite element method is commonly used for

the description of these structures. This is a source of parameter errors and truncated

(or reduced order) medels in the system. In addition, the structdlral properties of large

space structures cannot be tested before they are put into orbit and hence sizable

uncertainties exist in modal parameters.

A great deal of research is currently in progress on developing methods for the

simultaneous (integrated) design of the structure and the control system. The weight

of the structure was minimized with constraints on the distribution of the eigenvalues

and/or damping ratio of the closed loop sybtem by Khot, Eastep and Venkayya (51.

Salatna, Hamidi and Dernsetz 161 and Miller and Shim (71 considered the simultaneous

minimization, in structural and control variables, of the sum of structural weight and

the infinite horizon linear regulator quadratic control cost. The structure/control

system optimization problem was formulated by K.hot, et. al 181 with constraints on

the closed loop eigenvalue distribution and the minimum Frobenious norm of the

control gains. A unified algorithm for sequential (or simultaneous) design modifications

of a closed loop constant gain control system and the flexible structure to be controlled
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was presented by Junkins, Bodden and Turner [9]. It can be seen that in all the above

works, the consideration of robustness of the control system has been ignored.

The parameter variations introduced by the analysis model, uncertain material

properties or optimization may adversely influence the stability and performance

characteristics of the control system. The robustness is an extremely important

feature of a feedback control design. A robust control design is one which satisfactorily

meets the system specifications even in the presence of parameter uncertainties and

other modelling errors. Since the system specifications could be in terms of stability

and/or performance, two types of robustness, namely, stability robustness and

performance robustness, are to be considered in the design stage.

The current published literature on control system robustness addresses either

the stability robustness aspect or the performance robustness aspect. Most of the work

on the stability robustness (in the control area) was done in the frequency domain

using singular value decomposition while much of the useful research on performance

robustness was carried out in time domain using sensitivity approaches. Design studies

that treated the stability robustness aspect in time domain and studies which

combined both stability robustness and performance robustness in the design process

have been scarce.

The recent developments in the area of robust multivariable control theory have

been summarized by Ridgely and B3anda (101. The stability robustness of linear systems

was analyied in the time doman in I' l,121 wherein a bound on the perturbation of an

asymptotically stable linear system was obtained to maintain stability using Lyapunov

matrix equation solution. In Ref. 1131, singular value robustness measures were used to

63-4

.V.



e compare the performance and stability robustness properties of different control design

techniques in the presence of residual modal interaction for a flexible spacecraft

system. The importance of robustness considerations in the design of flexible space

structures was discussed by Hoehne [141.

Gordon and Collins (15] presented a direct design method for solving the problem

of robustness to cross-coupling perturbations by treating the feedback gains as design

variables. Their method makes use of nonlinear programming techniques along with a

time domain pole placement procedure. The time domain stability robustness analysis

for time varying perturbation using Lyapunov approach was considered by Yedavalli

and Liang (16). A technique for the improvement of stability robustness by shaping the

singular value spectrum using constrained optimization methods was described in Ref.

[17).

The following problems are considered in this work:

1. Effect of change in structural parameters on the robustness of space structures.

2. Effect of structural optimization on the robustness of the control system design.

3. Multiobjective optimization of actively controlled structure by treating the

structural weight, the stability robustness index, and the performance robustness

index &s the objectives for minimization.

The dominant closed loop eigenvalue has been used to analyze and test the stability

robustness of the system.
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2. System Formulation and Basic Equations

The equations of motion of a large space structure with active controls under

external forces are given by

[MV + [C]"I+ [K]'6= [D] (1)

where [M] is the mass matrix, [C] is the damping matrix and [K] is the stiffness matrix.

These matrices are of order r which denotes the number of degrees of freedom of the

structure. U represents the vector of displacements and a dot over a symbol denotes

differentiation with respect to time. ID) is a rxp matrix denoting the applied load

distribution that relates the control input vector F to the coordinate system. The

number of components of F is assumed to be p. By introducing the coordinate

transformation

U = -) (2)

where [4ý is the rxr modal matrix whose columns are the eigenvectors and 'I is the

vector of modal coordinates, Eq. (1) can be transformed into a system of uncoupled

differential equations as

where

IMI _-[•'ITIMI['I'I = 1) (4)

ICl -110ITiCl[l 1 a[2..0]

(IK -- •4I T jKjj] - diag(4) ()21

is the damping ratio of Ith mode and -., is the natural frequency of Ph mode. Then

Eq. (3) can be converted into a state space representation by using the transformation
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where i• is the nxl state variable vector with n=2r. This gives the state input

equation

xV [A -+ [BIBF (8)

where (Al is the the nxn plant matrix and (BI is the nxp input matrix given by

_ 0 [ [1JII](Al .= - -el (9)

and

The state output equation is given by

where y is the qxl output vector and (l is the qxn outputs matrix. If the sensors and

actuators are co-located, then q= p aud

£l _-[tT 0&(12)

In order to design a controller using a linear quadratic regulator, a performance index

J W defined 4s

f -'r 1 ('Q• f- r "rit i•'* t (13)

0

where I is the state weighting rwnrix which has to be positive semideflnite and (RIt is

the control weighting matrix which has W b1 positive delinite.

Equations (8ý to (11) are assumed to eorrespond to the system with nominal

desigu variables. For this system, an optimal state .%edback controller is designed by

"" near quadratic regulator as

; •! 6.U 7
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~f -Rl-l[Bjr[K' (14)

=-[Grx

where [K] satisfies the algebraic Riccati equation:

0 = [AIT[KI + [KI[A] - [KI[B][RI-1[BI T[K] + [] T Q[Qt I (15)

This controller minimizes the quadratic performance index J. If there is a bounded

uncertainty or disturbance in the design variables, then the plant matrix [Al, input

matrix [B] and the output matrix [C] will be changed to [A], (B] and [C•] respectively. If

the controller designed for the nominal system, given by Eq.(14), is used for this case,

it might cause the system to be unstable. This brings the necessity of consideration of

the stablilty robustness.

3. Robustness Analysis and Problem Formulation

3.1 Stab~ity robustneaa index (Jo)

In this work, the optimal control law is used to design the controller of the

structure. Uuder the permissible uunertainty in the design variables, the stability

robustnews is maximized. For this, a stability robutness index is defined 3. the change

in the dominant eigenvalue of the closed loop system as

where X, ib the dominant eigenvalue of the s, item (iAI-IBI[GI), and ýj i, the dominant

eigenvalue of the system (IAN-•BlIG!). \ote that Re(•\) < 0 if aud only if the original

system is asymptotically stable and Re(.,) is not guaranteed to be negative. Hence the

stability requirement, le( ) < 0, is used as a constraint in the optimization
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procedure.

3.2 Performance robustness index (3 pr)

In addition to the stability robustness, it. is desirable to retain the performance

unchanged when the design variables change. Since the performance cannot remain

the same, a performance robustness index is defined as follows. From Eq.(13) ,the

steady state solution of the stable system, as tf -- cc, gives

J = XT[K~x0 (17)

where xo denotes the initial state variable vector. For the modified system with [A1, [I

and [C]

S=xo[Klx0 (18)

where (IK] satisfies the Lyapunov equation

0 -=[a'jk j + [K<1(A1 + ([GI T{RjIGj+IcI T[QjCI) (19)

The performance robustness index, 3pr, is defined as

3 - j 0T(K-k)x,
=pr 0KxO (20)t

It has been pointed out in Ref.jl91 that the optimal solution of Eq.(20), in general,

depends on the initial state x0. This result is not very useful since the initial state is

not always known. In Ref.]191 the effect of xo is averaged out by assuming that x0 is a

uniformly distributed random, vector whose covariance is given by the identity matrix.

It can be shown that the trace of K is proportional to the expected value of J. Hience

t For simplicity, square brackets are nut used to dehote rnatrices, hereafter.
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the performance robustness index is redefined as

•Pr= Tr(K) - Tr(K) (21)
pr Tr(K)

3.3 Guarnateed stability mrargin

For both nominal and perturbed systems, good dynamic response can be achieved

if the real part of every eigenvalue is restricted to be smaller than a specified value,

-a, with a>O. The LQ regulator can be modified [211 as follows with the requirement

of ([AI,[BI) being controllable and ([A],[CI) being observable.

x=(A + aI )x + Bu (22)

u = -R-1 BTK~x

= -Gx (23)

with K, satisfying the equation

0 =(A+aI)TK, + Ka(A+al) - KIBR-lBTK, + CTQC (24)

Equation (22) can be rewritten as

x=(A + al - BG)x (25)

whose characteristic equation is given by

det, [(A + aI - BG) - MI=det [A - BG -k'j - 0 (26)

with X! - X - a. Since A is assumed to 1i'* stable, then Re(X') <0, and hence Re(N)

<-a. Thus, the system of Eqs.(8) to (11) with controlle: (23) provides a guaiateed

stabikity margin.

If the system matrix is made separable, then the guaranteed stability margin

technique can be used to move certain eigenvalues to specified values. For a controlld

structure, the system equations are given by Eqs.(8) to (i1). If the real part of the itb

3i
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eigenvalue pair of (A-BG) (G is given in Eq.(14)) is greater than the specified stability

margin, then a modified controller gain can be used to satisfy the requirement. in this

case, the modified controller can be designed as follows.

A=A - [[" K +4 (28)

with

I i at (i,i)position

0 at other positions

u -Gx (29)

= -R-lBTx

with R satisfying the algebraic Riccati equation

0 =/JA + RKA - fBR-'BTk + CrQC (30)

3.4 Multiobjective design problem

In this work, the stability robustness, the performance robustness and the total

structural weight are considered as the objective functions. The cross section areas of

the imtmbers are treated as the design variables. The first objective function, the

stability robustness index (3,,), describes the relative stability of the system when the

design variables chauge by a specified amount. It is assumed that the controller gains

are such that the condition for the stability of tLe system is satisfied and thus the

closed loop system matrix of the perturbed system is still stable. According to this

definition, J.,** corresponds to highly robust system from the stability point or view.

Howeer, j•% will not attain the value zero due to the presence of perturbations in the

design variables. The second objective function, the performance robustness index of
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the system (.p,), is defined by Eq.(21). Here also, ,pr,0 corresponds to a highly robust

system from the performance point of view. The value ipr,=0 will not be attained in

practice due to the presence of perturbations in the design variabres. The third design

objective function, the total structural weight, is given by

N
f3(x) = VPiliAi (31)

i-i

with pi, li and A, denoting the density, length and cross-sectional area of the itb

member respectively, and N representing the number of members in the truss

structure. The following constraints are used during the optimization procedure:

1. Upper and lower bounds on the design variables.

2. Stability requirement, i.e, the requirement of the real parts of the eigenvalues of

the closed loop system to be negative.

3. Lower and/or upper bounds on the natural frequencies of vibration of the

structure.

In some cases, the closed loop damping ratios of the system may have to be

constrained; however, these are not considered iM this work.

4. Multiobjective Optimization

As stated In section 3.4, three objective functions are used in tho optizization

problem. This requires the use of a suitable multiobjective optimization technique for

the solution. In this work, the utility function method, the lexicographic and the go.a

programming methods are used for numerical solutioo. These methods are briefly

described below 1201.
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4.1 Utility function method

This is a widely used multiobjective optimization method. This method involves

the solution of the following problem:

k
Min U(x) - • wjf1 (x) (32)

S~i-I

subject to

gj(x) __ o, j=1,2,...,m
k

where W'i is the weight of the ith objective function fi and Ewi=l. Usually, the scales
i-I

and units of different objective functions are different. Hence a suitable normalization
I

process has to be used in constructing the objectivq functions of Eq.(32). A convenient

form is to define a new objective function Fi as

() f (x) - fxFi(x) - fi i(x') (33)
fi (x )

and redefine the objective function of Eq.(32) as

Min U(x) -'wjFj(x) (34)

4.2 L•Acographic method

In this method, the objectives are ranked In order of Importance by the designer.

The preferred solution obtained by this method is one which minimizes the objectives

starting with the most-intportant one and preceeding according to the order of

importance of the objectives. Let the subscripts of the objectives indicate not only tihe

objective function number, but also the priorities of the objectives. Thus F1 (x) and

SFk(x) denote the 4uost and the least important objective functions, respectively. Then

the fir3t problem is formulated as

63-13
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Min F (x) (35)

subject to

gj(x) • 0, j=1,2,...,m

and its solution x1 and F= FI(x;) are obtained. Then the second problem is

formulated as

Min F2 (x) (36)

subject to

gj(x) _5 0O, j=1,2,...,m ,and

gm+l(x) = FI(x) - F1(xl) < EI

where e is a small value compared to F 1(x;). This procedure is repeated until all k

objectives have been considered. The ith problem is given by

Min Fi(x) (37)

subject to

gj(x) F5 0O, j=1,2 ... ,m ,and

g,,x = Fo,(x) - F(x ) <_ n= ,..,-

The solution obtained at the end, i.e. x; is taken as the desired solution x of the

multiobjective optimization problem.

4.3 Goal programming method

The goal programming method was originally proposed by Charnes and Cooper

for linear optimization problem 1221. The method requires goals to be set for each

objective that the designer wishes to obtain. A preferred soluLion is then defined as the

one which minimizes the deviations from the set goals. Thus a simple goal

programming problem can be defined as
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k
Min F(x) = ( (Fi(x))P I /p P 1 (38)

i-I

subject to

gj~x)5 0 , j=l,2,...,m

FF(x) > 0, j-1,2,...,k

where F.(x) - Fj (x) - Fj(x

S. Computational Procedure

5.1 Analysis

The purpose of the analysis is to study the effects of variations in the parameters

of the structure on the robustness of the system. The following procedure is used for

this purpose.

1. Start with an initial reference design of the structure and find the corresponding

plant matrix A, input matrix B and the output matrix C.

2. Use the LQ regulator design technique to find the optimal control gain G by

solving the algebraic Riccati equation.

3. Change the design parameters by ktuown percentage values and find the

corresponding A, B and C matrices.

4. Find the stability robustness index 3,r (Eq,(16)) and the perfo'tnance robusLness

index Jpt (Eq.(21)).

5. Repeat steps (3) and (4) for diftereut parameter changes. (e.g. nomiinal desigti

variables, damping ratio, density etc.)
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6. Plot a graph between 3,r or ;pr and the change in the parameters.

5.2 Design

The purpose of design is to optimize the actively controlled structure by using

suitable multiobjective optimization techniques. The procedure is given as follows:

1. From the requirements of stress and deformation, obtain the preliminary design

(to be used as the nominal design) of the structure.

2. Construct the plant matrix, input matrix and output matrix.

3. Formulate the multiobjective constrained optimization problem.

4. Minimise the individual objective functions and find the respective minima

around the nominal design.

S. Use a suitable multiobjective optimization approach to find a compromise

solution.

8. Examples

6.1 Two-Bar True%

The two-bar truss shown in Fig.1 is selected for its simplicity. A nonstructural

mass of I unit is attached at node 3. The actuators and the sensors are co-located at

node 3 acting in x and y directions. The design variablep (cross-sectional areas of the

two bars) are restricted to lie between 0.01 and 1.0. The structural damping ratio is

considered as 0.01, Young's modulus is assumed to be 107, and density is taken to b4

4.0. In the performance index, the output weighting matrix Q is assumed to be 1000.

1, and the input weighting matrix R is taken to be 1, where I is the identity matrix.
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The natural frequencies of the closed loop controlled structure are constrained to lie

between 20 rad/sec and 40 rad/sec. For a stable open loop system, the corresponding

feedback closed loop system must be stable under the optimum Control law. But the

stability is not guaranteed if there exists disturbances or uncertainties in system

parameters. Hence, additional constraints are added on the perturbed closed loop

system, namely, that all the eigenvalues of the perturbed closed loop system are

restricted to have negative real parts.

6.1.1 Analysis

Figure 2 shows the relationship between the stability robustness index and the

design variables, which can be seen to be a smooth convex function. Figure 3 shows

the variation of the performance robustness index with the two design variables, it can

be seen to be a non-smooth function having several local minima in the design space.

Figures 4 to 10 present the variations of stability robustness index, performance

robustness Index and performance index with changes in the structural damping ratio

of the two-bar truss. Figures 4, 6 and 8 show that the stability robustness index drops

sharply at a value of the damping ratio of approximately 4%. Figures 5, 7 and 9

indicate that the performance robustness index attains a minimum value at a damping

ratio ot approximately 2%. Figure 10 shows that the performance index decreases a3

the damping ratio increases. The elfect of the variatioEv' in Young's modulus of the

material on the stability robustness index, performance robustness index and

performance index is showtn in Figures I1 to 14. It can be seen from Fig. II that the

stability robustness index changes very little beyond a value of 5X10' of the Young's

vaodulus. The performance robustness index reduces to a minimum value at YO-nug's
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modulus (E)= 20X106 and then increases for larger values of E. On the other hand,

the system performance index increases to a maximum value at E=20X108 and then

decreases for larger values of E (see Fig.13).

The relationship of the stability robustness index, the performance robustness

index and the performance index with the mass density of the material is shown in

Fig. 14 to 16. It can be observed that the stability robustness index decreases with an

increase in the density of the material. The performance robustness index reduces to a

minimum at p-1.5 and then increases for higher values of p. The performance index

attains a maximum value at /1-1.5 and then decreases monotonically (see Fig.16).

Figures 17 to 19 show the variations of the stability robustness index, the performance

robustness index and the performance index with a change in the coefficient of -he

output weighting matrix. An increase in the coefficient of the output weighting matrix

implies that the output performance is more important than the control energy.

Obviously, it Improves the system stability as well as the performance index.

4.1.2 Design

The results of minimization of the individual objective functions are shown in

Table 1. The results given by different multiobjective optimization methods are shown

in Table 2. The first two columns in Table 2 correspond to formulations #1 and #2 of

the utility function method. In formulation #1, w, are set equal to a fixed value of 1/3

in Eq.(34) while wj aje considered as design variables in formulation #2. The last row

or Table 2 gives the values of the global evaluation function which can be used as an

index to compare the results of different multiobjective optimitation methods. The

!global evaluation function is defined as
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3

Fg(x) = EF1(x) (39)
; i-i

where

,Flx) = (f(x) - 0.009502)
0.010535

F'' (f,(x) - 0.0015899)

, ~x) = 0.0032231

and F3 (W (f3(x) - 23.598)
43.682

6.2 Two-Bay Truss

The finite element model of the second example (two-bay truss) is shown in Fig.

20. For this example, nonstructural masses of magnitude 1.29 are attached at nodes 1

to 4. Each node has two degrees of freedom. The actuators and sensors are co-located

at nodes 1 to 4 and are assumed to act along the y-direction only. The design

variables (cross- sectional areas) are restricted to lie between 0.001 and 0.5. The

natural frequencies of the closed loop system are constrained to be larger than 31.62

rad/sec (i.e. •2•>i000).

6.2.1 Analysis

This example has tea design variables. Since the display of functional relations in

ten dimensional design space is not possible, the variation of the robustness of the

system is found by uniformly varying the value of. all the ten design variables. Tlhe

results are shown in Figs.21 to 24. Iýigure 21 shows the stability robustness index vs

the value of the design variables when Lite permissible change in the design vector is

assumed to be -5%. It can be observed that 31,, decreases slowly with an increase in

the value of the design variables; but it is not a convex function. Hence local minima
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are expected in the optimization process, i.e., the optimum solution will depend on the

initial guess. Figure 22 shows the variation of the performance robustness 'ndex and

the performance index with the value of the design variables when the permissible

change in the design vector is -5%. In this case, Fpr decreases until a value of 0.2 for

the design vector and then increases. This relationship is also not a convex function as

in the case of Fig.21. On the other hand, the performance index can be seen to

decrease monotonically with increase in the value of the design vector. This implies

that a stronger structure will induce a smaller displacement and need lesser control

energy to obtain good performance. Figures 23 and 24 show the variations of the

stability robustness index and the performance robustness index with respect to the

design variables when the permissible change in the design vector is assumed as -10%.

In these cases also, the trend can be seen to be similar to those observed in Figs. 21

and 22.

6.2.2 Design

The nominal value of the design variables are assumed to be x -" 0.1, i=-- 1 to 10.

Table 3 gives the results obtained by optinizing the individual objective functions

starting from the nominal design. The results of different multiobjective optimization

methods, namely, the utility function method, the Lexicographic method and the goal

programming method are compared in Table 4. The last row of Table 4 shows the

global evaluation function, F., defined as

3 -(40
i--i

where
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F 1(x) = 0.0 oo888 6

F2(X) (f2(x) - 0.008454)
3.001588F2(x) (3(X = .o-s

and F3(X)
0.02681

7. Summary and Conclusions

1. The stability robustness index and the performance robustness index considered

in this work are highly nonlinear with respect to variations in design variables.

2. Tbe relationships between the stability/performance robustness index and the

various system parameters have been determined numerically for the two-bar

truss. These results are expected to be useful in choosing a suitable material for

a given structure with a specified geometry.

3. Th, variation of the stability/performanie robusttkes, index with changes in

design variables has been fou-nd to be a non-smooth function. This leads to

difilcuities in optiO a tte ctrz VPect oily a local minimiumi iA the

neighborhood of the Starti-g defign. In general, the local optima are acceptable

since the starting design L M "ua-iy tak~e as the nominal design which is expe-ted

to be a robust design.

4. A major 'advaouagt of using nonlinear programming to fiad the robist

ControiJ structural design is that it can be used for large permissible changes in

the &-tin var atb•s and/or different constraint specifications.

S. Three multiob)e"tive optimization methods have been used to find the optinmal

design in both the illustrative examples. For the two-bar truss, the utility
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function method with variable coefficients gave the smallest value of the global

evaluation function. For the two-bay truss, the goal programming method with p=2

yielded the smallest value for the global evaluation function and the utility function

method with variable coefficients gave the second smzllest value for the global

evaluation function.
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Table 1.

Single Objective Optimization of Two-Bar Truss.

Permissible design variable change - -5%.

.=0.01, 1= 03 , x(o) = .1

Minimization of

Objective 1sr /pr Weight, W

Ci 1.0 0. 0.
i=1,3 0. 1.0 0.

0. 0. 1.0

0.14628 0.15247 0.051301x0.14626 0.13797 0.051301

f1 (xi) 0.009502 0.009557 0.020037

f2 (x') 0.001818 0.0015899 0.004813

f3(X*) 67.28 66.801 23.598

3
f= i Cifi 0.009502 0.0015899 23.598
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Table 2.

Multiobjective Optimization of Two-Bar Truss

Permissible design variable change - -5%

0=O.0l, 1o3 , x(o) = 1o.1

Utility Function Method Lexicographic Method Goal Programming Method
Const. Coef. Variable Coef. Optimitation Order p=1 p=2

fltft~fs flIf•l,f ft,filff

Optimal X, - 0.1309 0.1483 0,15389 0.058298 0.14486 0.051294 0.051807
Design

Variables Xf - 0.12709 0.1299 0.13483 0.058303 0.1440 0.051309 . 0.051807
xI

f,(X) 0.010508 0.009950 0.009803 0.018932 0.009604 0.020037 0.019919

ft(X') 0.001887 0.001792 0.0010689 0.004399 0.001864 0.004809 0.004770

f,(X') 59,337 63.549 66.404 25.898 86.391 23,599 23.831I I T
FI(X*) 0.999438 0.977291 1.014075 1.819317 1 010398 1.998782 1.980792
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Table 3.

Single Objective Optimization of Two-Bay Truss

Permissible design variable change - -5%

(=0.01, ¢= lO3 , yj(o) 0.1 1=1 to 10

Minimization of

Objective 1sr __)Pr Weight, W

0.13816 0.13765 0.11274
0.09648 0.09339 0.00100

Optimal 0.13782 0.13777 0.11315
Design 0.27661 0.27637 0.33788

Variables 0.10103 0.09899 0.00100
xi 0.27780 0.27725 0.33772

1=i1 to 10 0.14537 0.14671 0.11810
0.14417 0.14507 0.11884
0.14808 0.14998 0.12110
0.15110 0.14920 0.12122

fI (X') 0.048694 0.048701 0.049354

f2(Xo) 0.010019 0.00981975 0.0084567

f.A 1 0.252557 0.252307 0.22730
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Table 4.

Multiobjective Optimization of Two-Bay Truss

Permissible design variable change - -5%

S =0.01, 1- 03 , Xi(o) = 0.1 1= 1,10

Utility Function Lexicographic Goal
Method Method Programming

Approach ,,_Method
Const. Variable Optimization Order p=2

Coef. Coef. f1,f 2 ,f 3  fN,fl,f 2

0.12247 0.13753 0.13697 0.14197 0.11389
0.01779 0.09207 0.09588 0.03602 0.00100

Optimal 0.11406 0.13603 0.15071 0.16162 0.11142
Design 0.32120 0.27907 0.29918 0.36978 0.00100

Variables 0.01000 0,09880 0.07856 0.00100 0.00100
Xi 0.33931 0.27920 0.29422 0.34327 0.33617

i=1,10 0.10835 0.14554 0.15018 0.11642 0.11907
0.12838 0.14278 0,15061 0.12668 0.11901
0,13045 0.14917 0.10706 0.10488 0.12277
0.11834 0.14972 0.12839 0.11305 0.12420

f I(X,) 0.048769 0.048742 0.048788 0.0.18664 0.049360

f2 (X') 0.012034 0.00997 0.010307 0.011721 0.008479

f3(X.) 0.22903 0.25196 0.24841 0.24438 0.22736

3
3 F1(X) 2.431212 1.946222 2.094988 2.694381 0.900241
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Acceleration forces in the 4Gz direction (head to foot) causes pooling of
the blood in the abdomen and legs and reduces the venous return to the heart
and upper body. To study this phenomena, a computer simulation of the
cardiovascular model under 4Cz stress was Implemented using HYPERJUILD of the
computer-aided design package XATRIXx. This model incorporates arterial and
venous systems, heart, baroreceptors control of the heart rate and venous
tones, and Inputs for acceleration force and externally applied pressures.
Anti-C suit valves. straining maneuvers such as LI and Ml, and seat back angle
were added to the model to study their compensatory effects in increasing the
+ Cz tolerance. Results for each protective mechanism were obtained from the
simulation and were compaed with those given in the literature.
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Presqnt-day high perforimnce fighters are designed to generate and
sustain acceleration forces at magnitudes and durations that exceed the
tolerance limits of their human operators [4]. Acceleration forces in the iCz
direction reduces blood pressure at the eye level causing the pilot to
experience peripheral light loss ( PLL ). Further decrease in the eye level
pressure results in central light loss ( C(L ) and finally complete black-out
and loss of consciousness ( LOC ). In recent years G-induced loss of
consciousness ( LOC ) has been implicated in several aircraft mishaps. Pilots
of aircrafts such as F-15 and F-16 , that have very high sustained Cz and high
onset rates capabilities . are more likely to be involved in these types of
mishaps (4).

The pilot's +Cz tolerance can be increased by applying external pressures
to the legs and abdomen using an anti-C suit. straining and tensing the
muscels (L-1 and X-1 maneuvers), and increasing the seat back angle. An
increased tolerance of up to +2 G mey be realized using either one of these
techniques [1.2.7.10].

Most of the studies concerned with increasing Cz tolerance have been
done on the Dynamic Environment Simulator ( DES ) by using human or animal
subjects. Centrifugal studies are expensive to run and are difficult to
control and reproduce [2]. In addition, the hemodynamic variables needed to
objectively assess the 4Cz tolerance are hard to measure. Some studies have
been done using modeling techniques. The models are used to predict the
hemodynamic variables during acceleration stress [2]. Not much work has been
done to study the improvement in the +Gz tolerance with protective mechanisms
using computer simulation. The objective of this study Is to develop a
computer simulation of a cardiovascular model in order to study improvement in
.Cz tolerance provided by the anti-C suit, increase in the seat back oagle.
and straining maewuvers such as L-1 and M-1. The model developed by Jaron and
Chu [6] was used for this simulation since it incorperates both heart rate and
venous tone reflex compensation, mnd pressures/flows at different parts of the
circulatory system can be obtained from the multi-element arterial tree. The
model was simulated using HYPERJUILD of the computer-aided design package.
KkTRIXx. KATRIXx provides an interactive, menu-driven environment for
building, modifying and editing complex computer simulation models. An Anti-CG
suit, seat back angle. 'and straining vaneuvers such as L-1 and K-I were added
to the model to study their compensatory effects. Results for each protective
mechanism were obtained from the simulation and were compared with those given
in tho literature.

II. THE CARDIOVAS(LX A NOEL

The cardiovascular model chosen for this study was the one developed by
Jaron and Chu r6]. It consists of a variable compliance left ventrtcular
model driving a multi-element arterial tree. Each element In the arterial
tree is affected by the distributed loading of the +Gz stress. The arterial
tree IS then connected to a lumped systemic venous model which is in turn
connected to a lumped pulmoway model. The output of the lumped pulmonary
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model feeds back to the heart to complete the circulatory cycle. The pressure
at the arterial tree elrement corresponding to the carotid sinus is monitered
continuously by the baroreceptors to drive the control mechanisms. The
control mechanisms change heart rate and venous tone ( of the lumped systemic
model ) with the aim of returning the carotid pressure toward normal. Figure
1 shows a block diagram of this model and figure 2 shows the multi-element
arterial tree [2].

III. )IATRIXx IEPLEE(ATIONI

The cardiovascular model discussed in the previous section was
implemented using the HYPELBUIUD option of the computer-aided design package
NATRIXx [8]. NATRIXx is a powerful, programmable. matrix calculator with
excellent graphical capabilities which can be used to solve complex.
large-scale matrix problems.

HYPEILDUID provides an interactive, menu-driven graphical environment
for building, modifying and editing computer simulation of complex models.
Simulating cardiovascular system performance under both nominal and strained
environment can be accomplished easily with HYPERLJILD. HYPERHUILD also
provides modularity in design which makes testing, modifying. and interfacing
parts of the model a simple task.

HYPER.BUILD basic building unit is the. block and it has a large library
of different types of blocks. A very, important type of block is the
SUPER-BLOCK. This block can have up to six other blocks interfaced in any
way. The most Important advantage of a SUPER-BLOCK is that it can contain
other SUPER-BLOCKS. This permits the nesting of SUPER-BLOCKS as seen in
Figure 3, This nesting property makes it possible to implement complex
systems which contain any nmber of blocks.

Figure 4 shows the equivalent circuit of the "A" element. The "A"
element is modeled by two nested Super-JBlocks. The state-space equations used
to •molement this sapiet can be written In the matrix form as

where
.T

[An VAj-

F T
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Y=[PA]

A=
1 0

1 2n

B=HL 'n nL

i 0 0 -1

: D= 0 0 -R

and

PG ~ s~PA o8 )Gz (2)

Hydrostatic effect of Gz stress on the n arterial segment.

On The angle between the direction of Cz and the orientation of the nth

arterial segment.

PAn w Blood pressure in the nth arterial segment.

FAn w Blood flow into the nth arterial segment.

VAn * Volume of blood in the nth arterial segment.

Gz = Acceleration force in the Z direction.

The HYPEPLSUILD Super-Blocks used to implement the element "A2" of the
arterial tree are shown in figures Sa and 5b. The Super-Block S=. which

. has as inputs PAl, FA3 and Cz. calculates the elements of matrices A and B of

equation (1). These are then sent as inputs to the nested Super-Block STATA2.
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STATA2 forms the differential equations FA2 and VA2 given by equations (1) in

the block EQNA2 which are then solved using the integrator FLOW and limited
integrator 'WLIE. The limited Integrator is used because physiologically a
segment volume cannot have a negative value. The outputs of STATA2 are PA2.

FA.., and VA2.

The "A2" element is then interfaced with the rest of the multi-element
arterial tree. Figure 6 shows how SEGA2 is connected to the ascending aorta
in Super-Block AAORTA. Figure 7 shows how the AACRTA is interfaced with the
rest of the arterial tree in Supe'r-Block ARTERI. The arterial tree is then
interfaced with the heart model and the lumped systemic and pulmonary rodel to--
form the circulatory system (Figure 8). Figure 9 shows the connection of the
circulatory system with the Super-Block GRAMIT which generates the +Gz,
profile. The Super-Block (N has 100 outputs. Due to memory
considerations, not all outputs could be monitored at the same time, For this
reason CS9RE is nested in the Super-Block OUTPUIT (figure 10). Super-Block
(OilY" can be programmed to monitor up to 11 outputs of the Super-Block
C(TRE. The total number of SUPER-BLOCKS needed to implement the
cardiovascular model are 72. Variable step Kutta-Merson method was used as
the integration algorithm for the simulation which took approximately 72
minutes of CPU time to run a 40 second +Gz profile with simulation step size
of 0.0025 second.

IV. UNPRgMoCM c fM RMLTS

The outputs of the model under +1 Gz stress were obtained and found to
check out with the known physiological values. Figure 11 shows the
unprotected system response under +4 Gz gravity profile with an onset rate of
1 C/Sec.. It can be seen from this figure that the pilot will experience both
PU. and (CL because the peak systolic carotid pressure at the eye level drops
down to 6 mm Hg. However, due to the reflex compensation, the eye level
carotid pressure increases to 45 mm Ng mnd hence his central vision is
completely restored as well as most of his peripheral vision.

Figure 12 shows how the peak systolic pressure at the eye level under a
+3 Cz gravity profile varies with time for different onset rates. This graph
is obtained by fitting the output of the model with exponential curves, It is
clear that the minimum peak systolic level tend to have similar time
constants. This Is due to the fact that at high onset rates. the gravity

profile becomes approximately a step function. The cardiovascular system
responds to such an input with a similar time constant.

It Is also clear from figure 12 that the minimum peak systolic pressure
ateye level occurs about 3.6-4.0 seconds after the start of the 4Gz profile.
Since the venous tone control ha a delay of about 5 seconds, it can be
concluded that the venous tone control does not play any role in determining
the minimum peak systolic pressure and thus does not affect the +Cz tolerance
of the pilots( which is determined from the. minimum peak systolic pressure at
eye level ).
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If V. •NE~I OF_ IN•.ASING +Gz TO•LERa f

"The pilot's 4Cz tolerance can be increased by applying external pressures
to the legs and abdomen using an anti-C suit, straining and tensing the
muscels (L-1 and M-1 maneuvers), and increasing the seat back angle. An
increased tolerance of up to +2 C may be realized using either one of- these

* techniques [1.2,7,10.

5.1 ATI-C SUIT

The function of the Anti-C suit is to increase the pilot's +Cz tolerance
by applying pressure to the abdomen and legs. This is especially needed
during the first few seconds of the gravity profile when the venous tone
control is inactive. The protective C suit garment consists of airtight
bladders which are filled with pressurized air delivered from a G sensitive
mechanical valve [9].

Figure 13 shows the model of the Anti-C suit. It consists of a transport
delay and a first-order lag. The transport delay is due to the connecting air
feed line from the valve to the suit and is of the order of 5 msec. [9]. The
bladder size and, gVarment tightness govern the lag term which has a time
constant of about one second (9]. Since the transport delay time is
negligible compared to the suit time constant. the C suit model can be
simplified by the first-order lag and can be written as

Pcuff(S) 1 (3)

NPalve(S) S + I

where Pcuff is the suit pressure in psi and Nalve is the output pressure of
valve in psi.

The High-Flow ( HF ) valve [2) starts operating once the gravity profile
exceeds 2.0 C. Once triggered, the valve's output pressure is proportional to
the gravity profile. The HF valve can be modeled by a piece-wise linear
"function

O 0for Gz i 2

P, 1m.8 (U- 2) m1. 8 Gz for Q 2 (4)

where P is the output pressure of High-Flow valve in ps i und Cz is the
HF. m

modified acceleration force in the Z-direction. Thus, the 1W valve represents
an open-loop proportional type of control mechanism.
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5.1.2 BAN-G-BAN SERVO VMVE

A new valve under development is the Bang-Bang Servo ( BBS ) valve [11].
The BBS valve is a modified version of the High-Flow valve. The modification
consists of a solenoid mounted on top of the HF valve. When the Cz profile
has a C level ý 2 C or an onset rate ý 2 C/sec., the valve responds in the
High-Flow mode. If the Cz profile has a Cz level Ž 2 G O4 an onset rate Ž 2
C/sec., the solenoid is activated causing the valve to operate at its maximum
rate. The valve continues to operate in this mode for 1.5 seconds following
the triggering of the solenoid. After that, the valve returns to the
High-Flow mode of operation. This results in the suit pressure reaching a
peak value of about 11 psi. Figure 14 shows the pressure profiles of the BBS
valve due to gravity profiles having 3 C/sec. onset rate. It is clear that
the valve represents an open-loop proportional and derivative type of control
mechanism.

The motivation behind designing the BBS valve is to make the Anti-C suit
filling schedule sensitive not only to the gravity profile level but also to
its onset rate. This gives the valve a predictive edge and thus improves the
performance of the Anti-( suit. It can be seen from figure 14 that the BBS
has a very short rise time. However, at low sustained C. If the triggering
criteria is met, the BBS valve results in a very large overshoot which could
be uncomfortable and even painful to the pilots. Also, the valve uses an
analog differentiator to detect the onset rate of the C profile. The
performence of such a differentiator is greatly affected by noise and may be
unreliable in practical situations.

5.1.3 gRO(LE ( LS)-LOOP~ SERV MNT-C VALVE

To overcome some of the design problems associated with the 13 valve, a
prelimi•ary closed-loop controller design is proposed ( figure 15 ). The
parameter that is monitered in the feedbxrc is the suit pressure. The
coopensators are designed to satisfy the following specifications

1. Steady-state value of the suit presuure to unit step Cz%. inpUt is

1.8 psi.

2. Short rise time.

The closed-loop transfer furwtion of the compensated system shown in
figure 15 can be writtea as

Pcuff(S) K ( S + K )(
Gzouf(S) .f (K K2 + 1 S' K(5

From the steady-state suit pressure requle t
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•:,K I = 1.8 K L? (6) :

Selecting the damping ratio • = 0.707 and the natural frequency wn = 3

rad./sec.. the compensators coefficients that satisfy equations (5) and (6)
are : = 9,Kp = 1. 11 . K 1 = 1.8 , Kp2 - 0.362 , K12 = 1 and the overall

transfer function is given by

Pcuff(S) 10 S + 16.2 (7)Gz,(S) + 4.242 S + 9

Figure 14 shows the pressure profiles of the closed-'loop servo ( CMS )
"valve in comparison with the HF and BBS valves under Gz profile having 3
C/sec. onset rate. It can be seen from this figure that the CIS rise time is
simillar to the BBS. However, the CLS valve does not suffer from the
excessive overshoot at low sustainied iCz. Also the controllers used in the
design are of the proportional and integral type ( PI ) and thus will overcome
the noise problems of the BBS.

5.1.4 S LTO4R:UT 111AT- UI

To incorperate the effects of the Anti-C suit in the model, the femoral
and abdominal elements of the toulti-element arterial tree were modified by
adding a pressure source equivalent to the suit pressure. Hodel results were
obtained with and without the Anti-C suit bladder dynamics. To Mmesure the
+Cz toleromnce in an objective manner. the minimim peuk systolic eye level
carotid pressures are plotted in figures 16 - 18. The masures taken for
tolerance are

dL.: Starts when the systolic blood pressure at oye level falls below 50mltg.
CLL: occurs when the systolic blood pressure at eye level falls below 20

It can be seen from figure 16 that the standard Anti-G suit model ( with
no bladder dynmioc. ) improves the CU tolerance by 1.5 C., Although this
coMpares favorably with experimental findings [5]. the result is somewhat
u:expected since the Anti-(C suit model used does not take into account the
time l1g due to suit filling. This could be due to a flaw in the modeling of
the femeral and hepatic "B" elements of the mRlti-elemeut arterial tree.
Anothe- rfwon my be due to the fact that the venous part of the circulatory
system is represented by a luqped model. Thus accurate blood distribution in
the veins under acceleration stress or exterral appiled pressure is not
possible. For the Anti-C suit model with bladder dynamics, it can be seen
fram figure 17 that for an onset rate of I G/sec., the HF aud MB valves
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improve the CLL tolerance by Pout 0.8 G while the CLS valve improves the CLL
tolerance by about 1.1 G. ha UHF valve has been reported to increase CLL
tolerance by 1.5 - 2.0 G [11] . This inaccuracy should be expected due to the
reasons mentioned ao-ae.

For an onset rate of 3 G/sec. (fgurc 18). the BBS valve increases the
CLL tolerance by about 0.5 : above the HF valve. This result does follow
experimental findings reportcu by Van Patten et al [11]. The CLS valve
performance in this case is slightly inferior to the BBS valve. However.
since the CLS valve performance is sensitive to the onset rate of the 0
profile, at onset rates > 3 G/sec.. it is expected that the CLS valve
performance will be closer to, if not better than, the BBS valve performance.

5.2 SEAT BAC( ANGLE

It is well known from the literature that increasing the seat back angle
increases tolerance to +Gz acceleration. There are two types of reclining
seats [2]: Tilt-Back Seat (head is lowered) end the PALE (Pelvis and Legs
elevating) seat (Figure 19). Both seats have been found to increase the +Gz
tolerance. This section investigates the effects of the seat back angle in
improving the +Gz tolerance and compares the results with those found in the
literature.

Two factor, that cause the reduction of the carotid pressure at the eye
level are the lagth of the vertical hydrostatic column between the heart and
the brain aid the length of the vertical hydrostatic column (referenced to the
heart) that. causes blood pooling in the lower extremities. Increasing the
reclination of the pilot's seat shortens these distances. However. the
vertical hydrostatic column distance from the eye to the aortic arch increases

as the seat iDack angle increases from 00 to 300. this distance reduces below

the control value only when the seat back angle becomes larger than 300 (Table
1 of Chu [2)). In this case, the pumping of the blood in the heart-brain
column increases and hence the preservation of the cerebral blood flow is
maintained. In eAdition, tilting the seat back reduces the blood pooling
tendency in the lower part of thn body and hence the venous return is
increased. The carotid eye level -.,essure increases significantly at higher
tilt angles and thus significantly increasing the tolerance to +Gz
acceleration.

Two seat back angles were used for simulation in this study ; 520 and 670
from the vertical. These angles represent actual seats made vii•a angles of

450 ai.d 600 in an aircraft with an assumed angle of attack of 70. These
recliiations were compared with the conventional seat back angle of 17* from
the vertical (including the :gle of attack). LUsher and Glaister (7] have

reported that a 520 and a 670 seat Lack ar.•le increases tolerance by 0.3 C and

1.4 G respectively. over the 170 conventioal seat back angle.
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5.2.1 MA. INPIETATION AND RESULTS OF SFiOT LACK AN !4

The "A" segments of the arterial tree were modified to include the seat
back angle. This was done simply by modifying the hydrostatic pressure given
In equation (2).

PC =G 1zh Cos(6 + es(8

where 0 is the seat back angle with respect to the vertical. Figures 20-.3
S

show the simulation results due to +4 Gz gravity profile having an onset rate

of 1 CG/sec using a standard valve and seat back angles of C*. 17', 52°, and
0

61°, It can be seen from thase figures that the responses for 170, 52°. and
o6T seat back angles have shapes similar to the one for O seat back angle.

Sit can also be seen from these figures that the drop in the steady-state
syttoliz pressure at eye level decreases with higher seat back angles. This
is expected since the hydrostatic pressure column, the primarily reason for
the steady-state systolic drop, decreases at higher seat back angles. In
addition, figures 20 and 21 show that the minimum systolic peak pressure

decreases as the seat back a!gle increases from 00 to 170. This result agretsfavorably with the fact that seat back angle has negative effect in improving

+Cz tolerance for angles between 00 to 300.

Figure 24 shows that the 520 and 670 seat back angles improves the CLL
tolerance by about 2.1 C and 4.2 C respect.*vely over the conventional seat
back angle for onset rate of 1G/Sec.. The maximum protection that the seat

back is expected to provide is at an rtngle of 90". In this case the head.
heart, and legs lie in the same horizanical plane (prone position) [2]. Figure
25 shows the protected response for +5 Gz with an onset rate of 3 C/sec. and

for a seat back angle of 900. It clearly shows that pilot maintains an
adequate vision since the minimum peak systolic carotid pressure is larger
than the PLL threshold by 50 M Hg and hence this posture is an effective WAy
to increase the 4Cz tolarance. However. this position is impractical for
combat maneuvers.

5,3 SMP-INING_-

Straining and tensing the musceles is anotber effective method in raising
the CU threshold. These maneuvers act similar to an Antl-( suit in providing
pressures to the abdomen and legs. The only difference is that these
straining waneuvers provide an internal instead of external pressure.

S5.3.1 K,:,-.M E

Aji k-1 maneuver is commonly refered as the "°'mat" maneuver since it
J approxitates the physical effort required to lift a heavy weight. This
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maneuver basically consists of pulling the head down between the shoulders.
slowly and forcefully exhaling through a partially closed glottis, and
simultaneously tensing all skeletal muscles [9]. Pulling the head downward
shortens the vertical head-heart distance, exhaling forcefully increases the
intrathoracic pressure and tensing the abdominal and peripheral muscles raises
the diaphragm and compresses the capacitance vessels [9]. To have an optimal
effect, the manuever must be repeated once every 4-6 seconds with an active
period for 3-5 seconds. This corresponds to holding the lung pressure high for
3-5 seconds ("grant" phase). The active period is followed by a rapid
exhalation and inhalation period for 1 second (figure 26). During the
exhalation phase, the intrathoracic pressure drops down to about 50% of its
maximum. Since this leads to a drop in the eye level arterial pressure, the
pilots are trained to exhale and inhale as fast as they can. Rogers [9] has
reported that when the M-1 umnuever is properly executed, the intrathoracic
pressure increases from 50 to 100 mm Hg. This causes the arterial blood
pressure at eye level to increase which results in an increase in the +Gz
tolerance of at least 1.5 G. Burton et al [1] have also reported that this
maneuver increases 4Gz tolerance of up to 2.4 G.

A study in 1985 by Cote, et al. [3] indicated that larger inspiratory
volumes enzable the generation of larger intrathoracic pressures. Since the
subject expels air during the "grunt" phase of the N-1 maneuver, his lung
volume decreases. As a result, the intrathoracic pressure falls down to about
95X of its maximum (figure 26) causing the eye level carotid pressure to
slightly decrease and hence the 4Gz tolerance is decreased. Even though this
study was done in 1 C environment, it shows the disadvantage of grunting while
exhaling in the M-1 maneuver. In addition, this maneuver distracts the pilot
from doing his job properly because of the noise level and laryngeal
irritation created by the forced exhalation with a partially closed glottis
[10).

5.3.2 1-IMAMEVER

The L-1 maneuver is similar to the N-1 maneuver except the exhalation
phase is done against a completely closed glottis (valsalva maneuver ) while
tensing all skeletal muscles [10]. Figure 27 shows phases of the L-1 maneuver
where the relative intrathoracic pressure magnitude is kept constant during
the active phase of L-1 maneuver. A 1972 study by Shubrooks and Leverett [10]
reported that L-1 maneuver, if done correctly in conjunction with use of the
anti-C suit, result in an equivalent increase in +Gz tolerance of at least 1.5
C.

The increase of intrathoracic pressure, as a result of the straining
maneuvers, raises the blood pressure at eye level. Therefore, nmximizing
Intrathoraceic pressure during the straining maneuver should help provide the
optimum C protection. An experiment [3] was done for eight subjects
parforming tho L-1 maneuver in a 1 0 environment to investigate the
atrathoracic pressure relationship with inspiratory volumes. The averaged

pa&ak intrathoracic pressure was found to be 108 mm Hg. Vo work has been done
t%: /-ivestigate the Intrathoractc pressure magnitude under higher .Cz
acck'-ation. It is expected that under 4:Cz stress, the maximum intrathoracic
pV'ess-.;.u would decrease since the inspiratory volume decreases as +C
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5
increases. The previous fact is not yet verified, therefore the maximum
intrathoracic pressure was kept constant (independent of -4z acceleration) in 5
this study.

5.3.3 M&TRIXx IMPLEMENTATION AND RESULTS OF STRINING_ MANEUVERS

Straining maneuvers, including muscle tensing, were incorporated into the
cardiovascular model as equivalent external pressure sources applied between
the compliance of the segment of interest and the ground. Figure 28a shows
the modified equivalent circuit of "A" element. P1 represents the pressure
generated by the lungs which effect the great vessels of the thorax, the great

veins lacking valves, and the heart chambers (A2-AS and A17 segments). Pab

represents the intraabdominal pressure (A9-A12 segments). The equations that
describe P1 and Pa are given by

P 1 =PR. P 1  (9)

P =P• P (10)
ab abmax

where

Plmx ea x = 18 mm Hg

PR = Relative magnitude of Plmx or P for M-1 or L-1 profile shown

in figures 26 and 27.

This effective lung or abdomen pressure was added to the state-space equation
of "A" element by modifying the input vector, q and the matrices B and D of
equation (1) as shown below.

U [PAnil PG FAn~ PR

0 0 -1 0

D 0 0 -Ram P

# " J, "u NpN65'-14

Iwo 77..



Where. P is either P or P

Figure 28b shows the modified equivalent circuit of "B" elements of
Hepatic, Renal. and Femoral segments as part of the muscular tensing. The
equation which describes the muscular tensing is

P =PR P

m Ma

where

P aX = 70 mn Hg (for the Hepatic and Renal segments)

= 100 nn Hg (for the Femoral segment)

Figure 29 shows the Super-Block MU/LM which generates the M-1 or the L-1
maneuver profile connected to the circulatory system. Since PLL occurs at
about +3 Cz stress for a subject wearing a standard anti-G suit (figure 16),
both L-1 an N[-1 maneuvers were started when the +Gz profile reached +3 Gz.
CPU time for the simulation under M-1 or L-1 maneuver did not increase
significantly since only one Super-Block was added to the cardiovascular
system.

Figure 30 shows the protected simulation results for L-1 maneuver due to
+4 Gz stress with an onset rate of 1G/sec.. It can be seen from this figure
that exhalation-inhalation phase between repeated L-1 maneuvers causes a
sudden fall in arterial pressure at eye level. This is expected since a quick
forcefull exhalation (as part of L-1 maneuver) causes a sudden drop in the
intrathoracic pressure. Figure 30 also shows that the pilot initially
experiances PLL after exhaling forcefully during the L-1 maneuver. However.
his peripheral vision is restored due to the active phase of L-1 maneuver
(holding the breath) and the venous tone control.

Figure 31 shows the protected simulation results for M-i maneuver due to
+4 Gz with an onset rate of iC/Sec.. It can be seen from figures 30 and 31
that L-1 and K-i maneuvers have similar effect on the eye level carotid
pressure. However, since the active ("grunt") phase of M-i maneuver causes
the intrathoracic pressure to drop slightly from its maximum, the eye level
carotid pressure also decreases slightly (about 2-5 mm Hg) as compared to L-1
maneuver.

Figure 32 shows that L-1 and X-I maneuvers, if performed in conjunction
with an anti-C suit. Increases the +Cz tolerance of the unprotected model by
1.4 C and 1,6 C respectively. These results compare favorably with the
experimental findings [10]. Even though both L-1 and N-1 maneuvers provide
almost an equal +Gz protection, L-1 maneuver is preferred over the M-I
maneuver becuase of the distraction and laryngeal irritation caused by the N-1
maneuver.

I'•

-A

65-15

SI- - - - -



VI. SUMMARY AND a)Na.USIONS

A computer simulation of the cardiovascular system under +Gz stress is
carried out in this report. This was done to study improvement in +Gz
tolerance provided by an anti-C suit. increase in seat back angle, and
straining maneuvers such as L-1 and N-1. The model developed by Jaron and Chu
was used for this simulation. An anti-C suit, seat back angle, and straining
maneuvers were added to the model to study their compensatory effects.
HYPER-BUILD of the computer-aided design package MATRIXx was used to simulate
this model.

It was found that the minimum peak systolic pressure at eye level occurs
about 3.5-4.0 seconds after the start of the +Gz profile. Since the venous
tone control has a delay of about 5 seconds, it was concluded that the venous
tone control does not play any role In determining the minimum peak systolic
pressure and thus does not effect the +Cz tolerance of the pilots. It was
also found that High Flow and Bang-Bang Servo valves improves the Central
Light Loss tolerance by about 0.8 C for an onset rate of 1C/sec.. The BBS
valve increases the CL tolerance by about 0.5 G above HF valve for an onset
rate of 3G/sec.. These results compares favorably with experimental findings.

It was also found that increasing the seat back angle from 00 to 300 has

a negative effect in improving +Cz tolerance. However, increasing the seat

back angle further increases (1. tolerance by 2.1 G and 4.2 G for 520 and 670

seat back angles, respectively. A seat back angle of 900 provides an optimum
4Gz protection. M-1 and L-1 maneuvers when done in conjunction with standard
anti-( suit resulted In an improvement of 1.4 C and 1.6 C, respectively.
These results agrees favorably with those found in the literature. L-1
maneuver is prefered over the M-1 maneuver because of the distracion caused by
M-1 maneuver.
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SUMMARY

A two-dimensional adaptive grid generation technique for the

numerical simulation of transonic turbulent projectile

aerodynamics has been successfully developed. The technique is

mainly based on a variational principle which allows for nearly

independent control of grid adaptation along individual

curvilinear coordinates. Accordingly, an adaptive grid

generation code has been developed and coupled to an axisymmetric

thin-layer Navier-Stokes code. Numerical experiments conducted

for transonic turbulent flows past a projectile model with sting

(no base flow) has resulted in a paper (Attachment I) to be

presented at the Eighth International Conference on Computing

Methods in Applied Sciences and Engineering to be held in

Versailles, France, December 14-18, 1987. It was found that the

self-adaptive gridding at every time step cannot give steady

state solution in the shock-boundary layer interaction regions.

This fact could be attributed to the sensitivity of the Beam and

Warming algorithm to grid resolution. Hence, the thin-layer

Navier-Stokes code has been modified to provide an option of

using robust TVD scheme for the numerical simulation. Numerical

experiments conducted for assessing the Beam and Warming

algorithm, a TVD scheme and a diagonalized TVD scheme developed

has resulted in a paper (Attachment II) to be presented at AIAA

26th Aerospace Sciences Meeting to be held on January 11-14,

1988. As reported in the Attachment III, a paper to be given at
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AIAA 26th Aerospace Sciences Meeting, the coupling of the

adaptive gridding to the TVD scheme has been tested successfully

on transonic flows past the projectile model with sting.

The self-adaptive computational method developed has also

been tested successfully for projectile base flow problems.

Preliminary results obtained for transonic turbulent flow of Mach

number 0.96 past a projectile have been reported in Co-Principal

Investigator C. W. Reed's Ph.D. dissertation. A copy of the

dissertation (107 pages) has been sent to Dr. Lijewski of Eglin

Air Force Base. Further assessment of the computational method

is being conducted for transonic turbulent flows past a real

projectile at zero angle of attack. The results obtained to date

show that the self-adaptive computational method is indeed very

accurate and robust. The surface pressure computed is in

excellent agreement with measured data; unfortunately, there is

no base pressure measurement available for assessing the computed

base pressure distribution. It is expected that a technical

paper will be resulted from the current investigation.
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Attachment I

A paper to be presented at the Eighth International

Conference on Computing Methods in Applied Sciences and

Engineering to be held in Versailles, France, December

14-18, 1987.
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An Adaptive Grid Generation Technique for Viscous

Transonic Flow Problems

Christopher W. Reed and Chen-Chi Hsu

Department of Engineering Sciences

University of Florida, Gainesville, Florida

ABSTRACT

An adaptive grid generation procedure is developed for

viscous flow problems. The equations governing the adaptation

are based on a variational statement resulting in a set of

elliptic governing equations in which adaptation can occur

independently in each coordinate direction. The method allows

for explicit control of adaptation and orthogonality while grid

smoothness is implicit in the elliptic equations. The adaptive

grid generation equations provide a predictable and reliable

response to the control functions and are capable of providing

the extremely refined mesh in the boundary layer regions. The

grid generation equations are coupled with a thin layer Navier-

Stokes code to solve a transonic axisymmetric projectile problem.

Results obtained for Mach number 0.96 indicate that the adaptive

grid can provide a good grid network for viscous transonic flow

problems, however it was found that the grid motion and

interpolation used in the technique could have an effect on the

solution.
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INTRODUCTION

The solution adaptive grid generation technique has become

an important area in computational fluid dynamics since it has

been shown to provide good grid networks for the complex flow

fields occurring in transonic and supersonic flows [1,2,3]. The

use of boundary fitted curvilinear coordinate systems with

transformed governing equations leads naturally to the concept of

solution adapted grids. As practical limits are placed on the

grid resolution by constraints of computer storage and CPU time,

the coordinate spacing in the physical domain is varied to

increase resolution in only the large gradient regions. For

simple flow problems when the position of important gradients is

known, good adapted grids can be obtained with conventional

techniques. However, in more complex problems the position and

orientation of these important regions are not known a priori and

then the development of a good adapted grid is difficult. A

solution adaptive grid generation addresses this problem by

continuously updating the grid during the solution process such

that the important physical gradients are sufficiently resolved

as they develop. The purpose of adaptive grid generation, thus,

is to increase solution accuracy by reducing the truncation error

due to finite difference approximations of the transformed

governing equations. Analysis of the truncation error terms [4]

as well as experience has shown that enhancement of two other

grid characteristics, smoothness and orthogonality will also
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reduce the truncation error. Thus good adaptive grid generation

should include the optimization of these characteristics as well.

The general approach of most adaptive grid generation

schemes is based on minimization techniques. A measure of each

desired grid characteristic is defined, and the grid is obtained

by minimizing the integral of these measures over the domain. In

many instances adaptation is important in only one coordinate

direction. Dwyer et al. (5], for example has used an

'equidistribution law' to control spacing in one coordinate

direction of a two dimensional combustion problem. One

dimensional adaptation can be extended to higher dimensions by

successive adaptation in each coordinate direction. In one such

approach by Nakahashi and Deiwert (2), a spring analogy is used

to include orthogonality. Tension springs are assumed to connect

each point along a coordinate and torsional springs are assumed

to connect intersecting coordinates. The tension spring

constants are synonymous with the control function and the

torsional spring constants are determined to prevent skewness.

Nakahashi and Deiwert solved a transonic viscous airfoil problem

in which the grid was adapted to the density gradient in the

streamwise direction to resolve shocks and was adapted to the

velocity gradient normal to the airfoil surface to resolve the

boundary layer. The one dimensional approach to multidimensional

grids has the advantage of efficiency and the independence of

control functions in each direction. However, this approach can
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lead to problems in maintaining smoothness [6).

Dulikravich and Kennon (71 have used the spring analogy

also, but extend it to a multidimensional approach by removing

the constraint that grid points move along coordinate lines.

This approach can eliminatn problems with smoothness but the grid

must then be obtained using iterative solution algorithms, which

can be time consuming if the initial guess for the grid is far

from the solution. To increase efficiency they have used an

optimization procedure to solve for the grid. However, since the

method is based on the discrete nature of the grid the spring

analogy equations are not elliptic and the resulting grid is not

guaranteed to maintain a one to one mapping between coordinate

systems. Brackbill and Saltzman (1) have developed an adaptive.

grid generation scheme based on a variational approach. A

functional is defined to measure each grid charavteristic and the

minimization of these functionals results in a set of partial

differential equations that govern the grid spacing. With the

proper choice of parameters the equations are elliptic which

helps to maintain a ono to one mapping and results in a smooth

gridC. They solved an inviscid supersonic flow problem by

adapting the grid cell size to a function of the pressure

gradient to capture the shocks. As the solution of elliptic

equations requires iterative algorithms, this approach appeari

costly. However, since the grid is updated continuously, only a

few, and possibly just one, iteration is required to solve the
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equations each time the grid is updated.

The adaptive grid generation scheme presented here is

similar in approach to that of Brackbill and Saltzman but is

developed for applications to viscous transonic flow problems.

The solution of these problems usually contain shock patterns

aligned with one coordinate direction and boundary and shear

layers parallel to a streamwise coordinate. Also the grid

spacing can vary by orders of magnitude along different

coordinate directions and it is therefore necessary to use

different control functions in each direction. An independent

functional is defined to control adaptation in each coordinate

direction such that the resulting equations are elliptic. These

equations are used to adapt the grid tor an axisymmetric

transonic projectile flow problem which is solved using an

implicit factorized algorithm for the thin layer Navier-Stokes

equations.

ADAPTIVE GRID GENERATION

The generation of a grid network can be viewed as the

development of a boundary fitted curvilinea.- coordinate system in

which the grid points are defined by the coordinate

intersections. In two dimensions tve mapping between the

curvilinear and Cartesian coordinates is expressed as
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- • (x,y) (1)
1- (x,y)

and the problem of grid generation becomes one of defining this

mapping. To obtain an adaptive grid generation method using

variational techniques, a measure of each grid property is

defined and its integral is taken over the physical domain. This

procedure results in the total functional IT

dxdy + 26VY? dxdy + A (Vý.Vq)2 dxdy (2)

The curvilinear coordinates that minimize this functional

re" resent the grid with the desired properties. The first

integrand in Eq. 2 is a measure of adaptation of the grid spacing

in the ý direction to the control tunction P. When P is small

the quantity Aý must also be small in order to minimize the

integral; a small value of Aý corresponds to large grid spacing.

Consequently, when P is large, the spacing will be small. The

second functional represents adaptation in the n coordinate

direction to the control function Q. The third functional is a

measured of orthogonality defined such that an orthogonal grid

will minimize the integral. The parameter A weighs the relative

importance of orthogonality to adaptation. A value of 0.5 was

used for A in all calculations. An equivalent set of partial

differential equations can be obtained by applying the Euler-

Lagrange equations to IT. These equations are
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{XX + {yy + (\ (x x 2 xx + 2'7x'iytxy + tIy2 ýyy)J-1 1

+
+-1 nX+tyqy)nx + (Qxny+tyix)nxy + (Qxix+2ýyny)nyy)

P (3)

"XX + t7yy + y (•x 2 qxx + 2tx~ynxy + ýy 2 7yy) S~j-1

+ ((2tXnx+tyny)txx + (ýxqy+ýyqx)qxy + (tXnX+2ýyny)4yy)

Q

where J-1 = tlxy - tynx (4)

They will remain elliptic as long as the terms arising from

the orthogonality functional are not too large. To obtain a

numerical grid in the physical domain the equations are inverted

to make x and y the dependent variables. The complete equations

are available in reference [8]. Currently, the equations are

solved numerically using a Newton Raphson point iterative

procedure. The point iterative scheme was chosen specifically

over ADI methods since it will be more efficient when only one or

two iterations are required for convergence. This will be the

case when the grid is adaptec' continuously during the solution

procedure of the compressible flow equations.

As the grid points interior to the domain move to satisfy

Eq. (3), it is necessary to move the points along the boundary in
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a consistent manner. For this purpose a one dimensional equation

analogous to the two dimensional adaption can be derived in a

similar way. The resulting equation is

• + sýPý/P = 0 or s,7 + SnQn/Q = 0 (5)

where s is the arclength along a boundary coordinate. The

analytic solution is Psý=const. which is an 'equidistribution

law'. Here, however, Eq. (5) is solved iteratively with Eq. (3)

so that the boundary points will remain consistent with the

interior points during the solution procedure.

As pointed out earlier, the grids used for viscous transonic

flow problems contain highly refined grid spacing in the

direction normal to the surface in order to resolve the viscous

sublayer. This spacing results in grid cells with large aspect

ratios, up to 105 near solid boundaries. The solution to

elliptic equations becomes inefficient for such large aspect

ratios since the motion in one direction will be severely limited

by the extremely small spacing in the other. To improve the

efficiency of the above method a tempozary 'reduced' grid is

formed by removing many of the points in the finely clustered

boundary layer regions (e.g., 18 points of the 40 used in the

normal direction are removed in this study), leaving only enough

points to define the coordinate and produce a grid with spacing

of equal orders of magnitude in both directions. Equations (3)
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and (5) are solved for the reduced grid and then the points

previously removed are reinserted along each normal coordinate

using the same one dimensional adaptation equation used along the

boundaries. It is necessary, however, to modify the control

function in the region where points were removed since just a few

points will represent the spacing required by those removed. Let

asi be the spacing between the i+1 and ith grid points along a

normal coordinate line. By approximating Eq. (5) with second

order central differences the following relationship can be

obtained

(As)i+l = (As)i Ci

(6)

O.5(Qi~ Q1 JCi = Qi"05Q+ i-

Qi + 0"5(Qi+i -i)

If the i+1 point is removed, the relationship for the spacing

between the remaining adjacent points becomes

(AGs)i+2 (As) i Ci*

(7)
Ci CC

I+Ci

where C1+ 1 is eliminated and Ci replaced with Ci*. This

procedure is repeated for each point removed and then the

modified control function Q* can be decoded from C* by starting

at a boundary and solving backwards for each value of Q*. By
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using this approach the same grid spacing that would have

occurred without using the reduced grid scheme is obtained..

CONTROL FUNCTIONS

The control functions should, in general, be chosen so that

the resulting grid reduces the truncation error of the

transformed governing equations. In practice, the relationship

between the grid and the truncation error is not known explicitly

and the choice of control functions is guided by intuition and

experience. A general form of the control function considered is

Pi - 1 + Ifi (8)

where I is a parameter and f is some derivative of a flow

variable scaled to range between zero and one. By evaluating the

cr-,tant in the equidistribution law and using Eq. (8) for the

control function a general expression for the spacing as along a

coordinate line can be obtained in discrete form

S(1/(l + if,))
(as)i = -" -- (9)

where S is the total arclength along the coordinate. By writing

Eq. (9) for the maximum and minimum spacing and forming their

ratio, the expression
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(AS)max=I+ - (10)
(As)min

is obtained which shows that 6 is related to the ratio of the

* maximum and minimum spacin'g. Following the work of Nakahashi and

Deiwert [2] we have introduced another parameter a to give more

* control over the grid point spacing. The general control

function considered is

Pi = I + 7fio (11)

The parameter a can be determined automatically by prescribing

the minimum grid point spacing along a coordinate line. An

implicit equation for a results in

(As) min - - 0 (12)
1 + -fi 0 ) 1 + Y

which can Ue solved for a using a root finding technique. Thus

by prescribing the parameter 7 and the minimum spacing, control

over the minimum and maximum grid point spacing is obtained

through the control function. It should be noted that in

practice the prescribed values will not be obtained exactly by

the adaptive grid method developed here since the equations

containing the control functions are two dimensional everywhere

except on the boundaries. Also, the influence of orthogonality

will alter the spacing in some regions. However, results have
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indicated that this approach yields reliable, predictable control

over the grid point spacing. The actual choices for f in Eq.

(11) are discussed in the results section.

THIN-LAYER NAVIER-STOKES CODE

The governing equations for transonic projectile flow are

the compressible Navier-Stokes equations. These equations are

solved with a code developed by Neitubicz et al. E9) for

efficient calculations of axisymmetric flow problems. The thin

layer approximation is employed and turbulence effects are

included through the eddy viscosity model of Baldwin and Lomax

[10). the implicit factorized scheme in delta form, developed by

Beam and Warming [11,, is used to solve the equations. It is

second order in space and first order in time. As the scheme is

nondissipative, artificial damping is added to make the scheme

more stable. A second order dissipation term is added to the

implicit side to retain the block tridiagonal matrix and a fourth

order dissipation is added to the explicit side.

Steady state solutions are obtained as the time asymptotic

solution of the unsteady equations, thus the scheme is time

marching. Adaptive gridding can be added to this scheme simply

by updating the grid each time step. The general algorithm is to

advance the solution to the governing equations one time step,

"calculate the control functions based on the current solution and
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then update the grid network. The solution on the new grid is

then interpolated from the solution on the old grid. For two

dimensional grids, a linear interpolation based on three points

is used. Each cell of the previous grid is divided into two

triangles. Once a point on the new grid is located within a

triangle of the old grid, the value of the flow variables at the

new point are interpolated from the values at the triangle

vertices. The use of interpolation has the advantage that the

solution can be kept accurate in time when the grid is adapted

after a larger number of time steps rather than every time step.

RESULTS

In order to investigate the proposed adaptive grid technique

it has been used to solve a transonic projectile flow problem at

zero angle of attack. The projectile is a 6 caliber secant-ogive

cylinder boattail (SOCBT) configuration shown in Figure 1 with

flow conditions of Mach number 0.96 and Reynolds number of

760000, a case for which experimental data is available (12]. An

initial grid configuration is shown in Figure 2 which contains 90

points in the streamwise direction and 40 points in the direction

normal to the projectile surface. The boattail is extendod

downstream and a sting is attached to eliminate the base flow

region. The solution contains an expansion wave at the ogive

cylinder and cylinder boattail junctures and two shocks, one on

the cylinder and one on the boattail. Another important physical
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feature of the flow is the boundary layer along the projectile

surface. Consequently, the choices for the control functions

were the pressure gradient in the streamwise direction and the

velocity gradient in the direction normal to the surface. It was

found in numerical experiments, however, that the expansions

required smaller spacing than the shocks for adequate resolution

whereas the pressure gradient put the smallest spacing in the

Ghocks. The dominating feature of the expansion wave is the

large curvature of the pressure and therefore the second

derivative of the pressure in the streamwise direction was used.

This choice also refined the mesh in the vicinity of the shocks

since the curvature of the pressure increased at the top and

bottom of the shock. In the normal direction the grid point

distribution resulting from the velocity gradient was not smooth

an4 led to a rapid stretching oO the spacing into the outer flow

region. The control function was changed to the exponential of

the velocity gradient which resulted in a grid point distribution

similar to an exponential clustering function which is known to

provide a good distribution.

The first case run on the 90 by 40 grid network had a

minimum spacing of 0.04 in the streamwise direction and 0.00002

in the normal direction, The grid network was adapted every time

step for 1400 time steps of 0.1 at which point the solution

converged. The calculated pressure coefficient is shown in

Figure 3 and an expanded view of the adapted grid near the
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projectile is shown in Figure 4. The solution compares well with

the experimental data except that the minimum pressure at the

cylinder-boattail juncture does not agree with the experimental

data and the sharp pressure rise appears upstream of the

experimentally predicted location. However, a comparison of the

pressure contour plot of Figure 5 to the adapted grid network of

Figure 4 shows clearly the adaptation of the grid network to the

pressure distribution. The extension of the shocks into the flow

field is reflected in the grid network as well as the smearing of

the shock in the boundary layer region. The smallest grid point

spacing along the surface which occurs at the surface junctures,

reflects the choice of the pressure curvature over the gradient.

The grid point distribution in the normal direction indicates the

adaptation of the grid network to the large velocity gradient in

the boundary layer.

In order to increase solution accuracy over the boattail,

the minimum spacing in the streamwise direction was reduced to

0,025 and the number of points in the normal direction was

increased to 50. The solution obtained on this 90 by 50 grid

network is shown in Figures 6 and 7. As indicated in Figure 6,

the second expansion reaches the experimentally predicted point,

howiver, the two sharp pressure rises do not obtain a steady

position but appear to oscillate along the projectile surface.

The series of plots range form 1200 to 1800 time steps and differ

by 200 time steps. The pressure rise over the cylinder is moving
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upstream and that over the boattail is moving downstream. This

solution was continued another 2000 time steps but the

propagation of the pressure rises did not cease, but rather

continued in a cyclic fashion. This result could be caused by

error introduced by the interpolation of the solution after each

adaptation. Another possible source is the dissipation terms

used in the thin-layer Navier-Stokes code. In these items the

solution is considered to be a function of the computational

domain and the solution's distribution in the physical domain is

not considered. As the grid network is adapted, the grid point

correspondence between the computational domain and the physical

domain change, thus changing the value of the dissipation terms.

In order to investigate this phenomenon, two more cases were

obtained on the 90 by 50 grid network. First, the solution

obtained at the 1800th time step (curve 4 in Figure 6) was

continued without adapting the grid network any further. The

solution shown in Figure 7 converged readily, but the sharp

pressure rise over the cylinder has moved down stream of the

experimentally predicted position. This poor correspondence

occurs because the adaptation was stopped when the pressure rise

was in the upstream position, and thus leaves poor resolution in

the adjacent downstream region. The steady convergence does,

however, indicate that the coupling of the adaptive grid

generation scheme can affect the solution. It should also be

noted this result occurred in the vicinity of the shock boundary
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layer regions, which is a sensitive structure. In another case,

the solution at 1800 time steps was continuad, but the grid

network was adapted every 50 time steps for the first 200 time

steps and then remained fixed until the solution converged. The

calculated solution, shown in Figure 9, shows that the adaptation

has improved the solution, in that the calculated pressure rise

on the cylinder surface agrees well with the experimental

prediction.

CONCLUDING REMARKS

The results calculated so far indicate that the adaptive

grid generation equations are capable of providing reliable and

predictable response to the control functions. The grids clearly

show the shock and expansion features to which they were adapted

and the extremely small spacing required to resolve the boundary

layer was obtained. The choice of the control functions is not

obvious, however, and must be guided by experience. The primary

problem encountered is in the coupling of the adaptive grid

generation procedure with the thin-layer Navier-Stokes code. It

was found that when the grid is adapted every time step the grid

motion can affect the solution near sensitive structures such as

shocks and it is this process that must be investigated further.

However, when the adaptive grid generation technique was modified

to adapt the grid only a few times as the solution converged, the

scheme worked well, indicating that the scheme is sufficient at
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least for steady flow problems.
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Figure 7. Adapted grid network (90 x 50) at 1800 time steps
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Figure 8. Calculated pressure coefficient (grid no longer adapted)
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A DIAGONALIZED TVD SCHEME FOR TURBULENT TRANSONIC
PROJECTILE AERODYNAMICS COMPUTATION
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Abstract using simpler matrices, and combinactins
of dissipation operators to prevent

A diagonalized TVD scheme is proposed severe oscillations near shocks. The
and tested on a steady turbulent improvements in efficiency, accuracy, and

transonic flow of M: ..96 past a secant- convergence for the solution a,:::.

ogive-cylinder-boattail projectile with the code have recently been docur:e::t-.

sting at zero angle of attack, An and reported by Pulliam and Steqe•.4

axisymmetric thin-layer Navier-Stokes
code, which is based on the implicit Beam Recent publications of Yee and Harten 5

and Warming scheme, obtained from the and Yee 6 , have shown, that an implicit
U.S. Army Ballistic Research Laboratory total variation diminishing (TVD) scheme
has been modified for additional options can be a very effective numerical scheme
of selecting a diaqonalized Beam and for solving steady two-dimensional hlgh

warming scheme, a TVD scheme or the speed aerodynamic problems. The irpi:cit

diagonalized TVD scheme. Numerical TVD scheme ,n essence is similar to that
results computed for the flow problem of Beam and Warming scheme except that it

with different hyperbolic grids have employs more sophisticated dissipation
shown that the diagonal:.-ed TVD scheme is terms which can be switched from a second
most effective among tLe three schemes order accurate scheme to a first order
investigated; it can give acceptably scheme near the shock to provide
accurate results with rather coarse grid nonoscillatory and accurate colut~ons.
and can save about 35% to 50% of the CPU Hence, the result:ng system cf 'equ:atoni
time over the original Beam avd warmingj to be solved is still a block tradiaor.a.
scheme. system. Experience shows that an

inversion process of the block
Tntrodu•tion tridiagonal matrix is rather expensive

for a complex aerodynamic problem.
A 3-D Navier-Stokes code based on

unsteady thin-layer Navier-Stokes In this study a diagonalized TVD
equations for ideal gas.ln a transformed scheme is proposed and investiqated for
boundary-fitted space was developed in effective computation of steady tubulient
1978 by Pulliam and Steger at NASA Ames transonic projectile aerodynamics. An
for high speed compressible flow axisymmetric version of the 1978 3-D
problems.I In this code the governing Navier-Stokes code obtained from the U.S.
equations are approximated by the Ballistic Research Laboratory is employed

factorized implicit scheme of Beam and in this study, This axisymmetric code has
Warming2 with second order implicit and been modified to provide diffe:us.:
fourth order explicit artificial options for selecting the original Beam
dissipation terms added for controlling and Warming scheme, a diagonalized Beam
numerical stability of the solution And Warming scheme, a TVD scheme, or a
algorithm. The resulting system of diagonalized TVD scheme, A turbulent
equations to be solved is a block transonic flow of Mach number equal to
tridiagonal system. The turbulence 0.96 past a secant-ogave-cylinder-
closure model implemented in the code is boattail (SOCST) projectile with sting at
an algebraic eddy viscosity model of zero angle of attack is considered for
Baldwin and Lomax.3 The unsteady assessing the effectiveness of thd four
Navier-Stokes code has an option for finite-difference schemes.
solving inviscid flow problems while a
steady solution is resulted from a Governinm E-ciatns
converged solution of the unsteady flow
problem. Since the development of the For an axisymmetric flow problem, the
code, advancements have been made to tt'ansform-d utsteady thin-layer

improve overall computational efficiency Navier-Stokes equations for ideal gas can

of the code. Some of these advancements be written in strong conservation law
are an introduction of varying time step forim as8

to accelerate the convergence rate for
steady solution, a reduction of the block aiq * atE * acG = ReliaCS - H (1)

tridiagonal matrix inversion work by where (t,4,C) Is the general curvilinear

coordinate system. The unknown vector q,
* Graduate student, *Aerospace flux vectors E,GS, and the source

Eaýqineering Program. vector H are
• Professor, Department of

Engineering Sciences.
*Released to AIM to publish in all forms
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l p pU in which A, C and M are the Jacobian

• - .Vi matrices defined as
3 E ac as

q=-•v E=- pvU A C =Ma Jq , q 3 q
IIpWpw*•pThe solution process for Aqn .1 Eq.(:)

e (e+p)U-ktp can be carried out in two stepe:
q * n q

PWc 0 Rn and L (o

puW4cxp m(uC÷m2 X Since both operators L& and L, are blockI tridiagonal mazr'Ices, it can be rather

C pvW S=- mlv expensive to compute Aqn for a complex
J J flow problem, The number of ope'!at~om.

pwWCZp mlwC+m 2(, required for solving Eq.(3) could be
"reduced considerably by Thomas algo-:th.

,(e*p)W-tP mlm3 +m2(4xU+uzw) if both Lt and L, were scalar tridiagonal
0 matrices.

For steady flow problems, equation (2)
0 for Ag can be considered as an iterativ,:

1 1 scheme for findiny Lqn; consequently, a
H=- pV[RZ(U-&t)+RC(WCt).I different iterative scheme of similar

J form
-pvR(v- rtt) -ý/R fr

0 Lt L, Aqn = Rn(4

in which ml, m2, m3 and the contravariant can also be employed to obtain bqn for
velocity components Ugven Eq.(2). This implies that the operat'sr

by Lr and L. of Eq.(2) can be mod io.. t o
solviny steady flow problems. A diagona.

ml U(4X2 tz form of the impli-,t scheme was proposed

by Pulliam and Chaussee of NASA Ames in
m2  (t(¢xu( * (wO)/3 198l.9 Since flux Jacobian matrices A and

hC ave real eigenvalues and a complete
(u " v w)/2 °Pr(-l)'(c2) B set cf elgenvectors, they can be

decomposed as
U t tu A = T(•.T" and C = T AcT" 1

V =i 4• $lyV
Here T4 and T• are eigenvector matrices

W t* a (w of A and C, respectively, while the
diagonal matrices At and A, are the

while certain relationships between the corresponding eigenvalue matrices. Use
computatIonal coordinates (C,.) of the decomposition, Eq.(S), and the
Cartesian coordinates (x,y,z) and relations
cylindrical coordinates (R,e.x) can be
obtained from the definition of the TC T 4 1 and T T
coordinate systems shown in Figure 1. For
turbulent flow problems, the eddy the operators in Eq.(2) can be written as
viscosity is approximated by
Baldwin-Lomax eddy viscosity model. T0II*6t T(b6C(TI•AC)TC" 1

Finite-Difiference Schemes TcII#,.t T4'16C(TC4C)

SAn application of a noniterative -at ne-IT¢'16C(J'IMJ)TC)TC"l
* approximate factorization implicit method

of Beam and Warming to the governing One observes that if T-1 is put inside
Navier-Stokes equations, Eq (1). gives the dlfference operator 6 then the second
the finite-difference equations term in the brackets is reduced to a

scalar tridiagonal matrix from a block
L& L4 qan I Rn (2) tridiasgonal matrix; however, the last

term of t remains the same in structure.
with Hence, if one selects the modified

operators for Eq.(4) as

L I I * at 6An L& = T&( I * 6t 6•A• )Tt"l

LC R I 0 at 6•4C - at Re16lJ'lMnj L = TC( I + at 6CAC )T"1 (7)

Rn I - At (6tE " 6cG ' H Re-I6 S)n
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then tihe solution process for finding Lqn 'j,112 = 'r(, j /2)(9 h~g*h],l'2ab1,/)
involves only tridiagonal systems of k. k
equations which can be effectively solved 9 S maxIO.min(la I, 1/21,So;.:pl)!
by Thomas algorithm. ('2)S sign(ck i/2

For a complex aerodynamic problem, a

direct application of Eq.(2) or Eq.(4) q],,t - q],t
often runs into the convergence problem. Oj1112 = TJ,12-1
Hence, implicit dissipation operators DI 0.5x(J1 ,, + J t)
dnd explicit dissipation term De must be
added to control the nonlinear numerical Similar expressions for elements cf
instability. In fact, a proper choice of 4,, in the C direction are used. Th,-
the dissipation terms will have a great form of g in Eg (12) devised by liattt:'.1

impact on the efficiency and accuracy of represents the switching mechazus.m wn4,,.
a solution algorithm. In the original can Chanle the dissipation termn cJr
axisymmetric Navier-StoRes code, second Eq.(Il) from 21nd order into l,%t ovdrtz at
order implicit dissipation operators points of extrema. These smart

dissipation terms of Eq. (11) provide
DIC = -CLt J'IV7atJ automatic feedback controlling the amount

(8) of numerical smoothing without
DIC = -iL.t ivctcJ introducinq spurious oscillations nea:-

discontinuities. A detailed explanaticn
are added to the operators L& and Lc, of these sophisticated dissipition ternit.
respectively, while an explicit fourth can be fcund inI Ref. S.b an:d 7.
order dissipation term

t2. (The original axysym.'netric
DE = cEdt J'((V•4(), (VCA< 2Ijqn (9) Navier-Stokes code also has been modified

for .he diagonali:ed scheme Eq.(4) witi-

is added to R1 on the right hand side of operator- given by Eq,(7). A nonlinear
Eq.(2). artificial distipation model proposed by

Jameson et al. 2 has been employed for
The TVD sc~her. inv-estigated by Yes67 the diagonalized scheme by Pulliar. 1 3

is in essence the same as the Beam and This model is also implemented into the
Warming schume except that the implicit Navier-Stokes code for the transo.wic
dissipatron operators and the explicit projectile aerodynamics computaticn. The
dissipation term are more complex in results of our numerical experiment* show
nature than those of Eqs. (8) and (9). that the scheme wi,.th constant ti~nt! stop
Following the work of Yee, the following is not stable, however, if variable time
dissipation terms have been implemented step is used then the solution algori.tlm
into the axisymmetric Navier-Stokes code is rather effective. For a diagonali.ed

TVD scheme, we propose that the implicit
DI& = -0.5 4t ( 0 i,/ " 0j !/, L) dissipation operators DIC and D;, given

(10 by Eq.(l0) be added to the modified
DIe 0 -0.5 At (QjL|1? 0 j,•-;I2) differential operators L( and LC,

respectively and that the explicit
DE m -0.5 6t (T]sI/t 114 Ti.I/z¢i.I/? dissipation term given by Eq.(ll) be

added to the r!±*ht hand side of Eq.(4).
9T,,.l/2l,.?2-T•L,/L~.|l/) (11) Since the implicit dissipation operators

are tridiagonal matrices, the resulting
In equation (10), the operators 0 are systems of equations to be solved for aqn
defined as remain as the tridlagonal systems. Hence.

the Thomas algorlthm is programmed in the
Sj~iI?,L tdiaqI-max?(l( )fll., 1/ 2t i/code for finding qn.

tj , ,/Z = d i a g[ - m ax T (X l •) 1 1L , LL OWl 2 1 R C-e.8 ltl zt ._ n d _Pi gi g a.• i on

in which Y(z) is an entropy correction In order to assess the accuracy and
function given by efficiency of the proposed diagonalized

MVO scheme, a steady turbulent transonic
Si¢I , =10.25 •flow of M,.0.96 past a secant-ogive-

1(a) a Icylinder-boattAil projectile with sting

(t2 , .2)/(2c) , z1<'1O.25 at zero anyle of attack is considered in
this study. Surface pressure measurements

and l.h, ). are the hth eigenvalue of are available1 4 for assessing the
the Jacobian matrices A and c, numerical results. In the computation,respectively. In equation (are A the boottail part of the projectile modelT. aerespectively. Ineu tion (1ge) *T,o was further extended to meet the stitiq in•

, are respectively. the eiqetector order to avoid the difficulty ofmatrices T. T, evaluated at q:.,tandti - e a and simulating the base flow region. The grid
at ,*/2' The q . and q,1 arethe Aoe s average o t (qj, an qj.,• and network chosen for the Navier-Stokescomputation is a modified adaptive
(q, and respectively.i10 The kth hyperbolic grid: a 90M60 hyperbolic grid
e 1ment of he vector ti÷he2 is used ie shown in Figure 2. Five different

grids have been selected to investigate
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the effectiveness of MVD schemes: The ratio of the CPU time on a Cri'.

accordingly, each case is also solved by X-MP/48 requi red by the Beam and wa:'rn.n;
the Beam and Warming scheme with the same scheme, the TVD scheme and the
sequence of time steps used in TVD diagonalized TVD scheme to complete
schemes. These computer codes, Beam and one-time step computation is,Warming, TVD. diagonalized TVD algorithn, respectively. 1.0, 1.76 and I.4". hi::c.
have the same basic structures. The the ratio of the total CPU t~me re'..: 'ed V
difference between them Is dencrited as to obtain a converc'ed solution 3 C,
follows: the computer program of Beam and 0.82 arid 0.61i, re-pectlveiy, fo: t:.o z eau
Warming algorithm is fully vectorized; and Warlnizi sLIeMn, the TVO sche5-.Ie at-
the TVD algorithm is vectorized except. tire diagjonalizzed TV'.") scheme. The tii-.Q
for the computation of artificial flow case has also been solved c:. i

dissipations; the diagunalized TV:) f{,rris-6S0 scala- copute:. Rat .,

algorithm is vectorized except i'or t.': cr' time on a I-:ar'l-;8oo rt.qu~r,:.: c,:- "h)"
computation of artificial dissiaptionn Beam and Warminc; scheme, the T.') .•c'c
and tridiagonal solver-Thomas algorithn. and the diagonz z:-. TVi.' 1.h1 .. to

In this study a converged steady solution complete one-time step computation i1;

is assumed when the residual becomes less 1.00, 1.24 and 0.74, respectiv.e ,. it;,t ,or
than 104. for the total CPU time required to c -tan'.

a converged solution is 1.OC, 0.58 a:.d
It is known that the boundary grid 0,34 for the Beam and Warming scheme, th"

points distributlion 1-25-58-82-90 foi- TVD scheme and the diagonalized TVU
secant-ogive, cylinder, extension scheme, respectively.
boattail and stLing of a 90*60 grid. shown
in Figure 2. Is a very good grid for the The flow problem is also solved by tho
flow problem.15 The surface pressure Beam and Warming scheme and the
distributioz. computed with this grid by diagonali.ed TVD scheme with 90,50. 90-40
the Beam and Warming scheme is presented grids for investigating the effectiveness
in Figure 3; indeed, it is in excellent of grid resolution in the normal
agreement with the measured data. The direction. The surface Iressure
computed Mach contours also presqnted in distributions computed with a 90,40 crid
Figure 4, which indicates two chock is shown in ?,;r', 7. It "s cl, niholy n
locations, one in the middle o" cyllindv:" that the accuracy ol" tht: Bea:n and Warm:..ný;
piart, another in the middle ef boatta:1 scheme is rather iirit~ve to thv grid
part. were predicted and agree well with resolution in the orr.al direction. The
the shadow'graph presented in Rei. 14. -he corresponding Macn contour plots compupted
convergence process of the Beam and and presented in Figrues 8 and 9. shows
Warming scheme is given in Figure 5. From that the Beam and Warning schemu didn't
the residual plot. it is clearly shown catch the shock in the middle of the
that the solutions converged in an cylinder part and contour plot is quite
oscillatory manner. In fact, the sur.-'ce different from the case solved on 90@60
pressure distribution has been plotted at grid shown in Figure 4. Next, two 4r'd!
every 100 iterations during the 00.60 and 70-60 with bouneary grid point
converqence procQsS; the oscillAtion Of distributions 1-21 -4B-72-ti0 and
solutions has also been observed 1-20-40-62-70, respectively, w'n
especially near the shock/ boukdary layer considered for inveoatgat.on en the
interaction region&. The flow problem effectiveness of 1.rid resolution in the
with the same 90s6Q grid is also solved streamwise direction, The surface
by the TVD scheme and the diagoiiallzed pressure dist.riouton. presented in
TVD scheme. As one would have expected. Figure 10, shows tihat 70 boundary qrld
the converged solutions obtained from points in stteam'-'ise direc-Ion is
both TVD schemes are nearly exactly the sufficient for both schemes and computed
same, since the same eplicit dissipation results also agree very well with
term Is used in both schemes. The experimental data. Moreover, Figure 1l
distribution of surface pressures. inditeS that the convergence process o±
computed and given in Figure 3. indicates the Beam and Warming scheme can be very
that the TW schemes can give very sensmvitove grid eetolution In the
accurate solution (or the flow problem. A streamlwse direction (or the tpransonic
corresponding Mach contour plot is •ov problem.
presented in Figure 6; the sharpness of The numerical reaults obtained in this
the two normal shock waves are clearly
exhibited. Moreover, the results show study clearly so, that the pianoposed
that both TVD schemes have almost the d io e sli schmeis an etemey
same rate of convergence even though the effective solution algorithm for steady
aIo bt turbulent transonic pro~ectile

i. Implicit operators are different. and truettasncpoeti

also, both solutions converged aerodynamics. It can give acceptably• . accurate solutions wi•th rather coarse
* monotonically compared with the Beam and

Warming schtme presented. This is one or grids and can save about 601 to 80} of
characteristics of TVD schemes. Figure 5 CPU time over the Beam and Warming scheme
shows that the TVD schemes converge much on scalar computers, or save about 35t' to
faster than the Beam and Warming scheme: 50% of CPU time on a vector computer for

it takes Z480 time steps for the Beam and a partial vectorized diagonalized TVD
"Warming scheme, yet only 1620 for the TVD computer code.

;. scheme to reach the converged solution.
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AN ADAPTIVE GRID GENERATION TECHNIQUE FOR
VISCOUS TRANSONEIC FLOW PROBLEIMS

C. V. Reed&
System Dynamics. Inc., Gainesville. Flordia

C. C. Hsu-. and N. It. Shilu.*.
"Department of Engineering Sciences

* University of Florida. Gainoeville, Florida

Abstract Thu characteristics of a good grid network

are considered here to include adaptation,

An adaptive grid generation procedure is orthogot.ality atnd smoothness. This coniclusion is
developed for viscous flow problems. The based both on experience and an analysis of the

equations governing the adaptation are derived truncation error terms of finite difference

using a variational stata'aont resulting in a set approximationa to derivatives trat.aformed onto

of elliptic equations in which adaptation can the computational plane'. Thus for the present

occur independently in each coordinate direction. application of viscous trarwtonic flow over a

Tho equations allow for explicit control of projectile, a good adaptive 9rid qgneration

dApt~tion and orthogonality while asoothnoss ia scheme should provide optiaization of those three
Sinherent in the elliptic equations. Tney retain a CI1aracterJstcaQ.
simple relationship between the control functions
and the grid point soacing, the minimum and An approach of many propno:d adaptive arid
maximum grid point spacing may be specified and generation schemes is based on ainimixstiOn

the method is capable of providing the extremely tewhaique.•. A av*4uro of e.ch detsired grid
refined mesh in the boundary layer regaotns. The claracteristics is defined. and th* govorning

adaptive grid generation technique h.'s been used equations for the grid are obtained bi minimizang

with s TVD achose to aolve a tranas-1c projeutile the integral o! these measures over the domain.

flow proble.t. The results indicate that the Dwyer et al.1, for instance. adapted the grid

aJap.tive gr$d g.eeration pro.adutm can re)ishlly p)In.l spacing .1iong one taaýly -f coordir-atw

'vjg. qedI JajiipLlvte- cr24 twn.?k2 pravi.,*d -lint 111-a two jpnq ina rcblste us~4n bpi

1.c'ro olsommao Are .0ado Lot- the catitrol ýzquidistrittution law. lit i-notter ki's-~I *0211%:06
funct•.ins. application. qnoffo' 3, a 4e . tbfaiv-An suritig

dnalogy in whtch 0i.at ai ted -rid point *pacing

I 'ts Wk .iosqg the ianlly of coorusaett lines resuittd

from a sinialatlo'n oC th% tprin-g oyste.t's
the study of teif-adaptive grid oener,4Liot pozent"ia energy. The onw-dieneiunal apprOlch

t*11helquea has becos. an isPortinkt arta ot botl usel 41tunotd tto tw)o d4iaeosircn by hakahashi

cOapu¢ti al {fluid dytisaas since Iitshas b~en and (reiwort' by suc.gtalivuiy 4dtptiog the grid

artovn to provide good grid networks ior the point spaCinq along fact, £fmily of cocrd~in.tti

cuoplex flov fields o4+curing $A transonic and line,:. They added torstiolal Springs into the
sup•sionlc tVois-,4'. Tho vs* of boundary fitttd system to control ort.1togonality. A primary

cur•viineae crdinAte eystems wito transformed sdvjr%*Va to the onedisneiofla approach io that

govertnig equations 1el4 nfstyrally to iti* the grid Cat be adapted ind.ootoentIy in eaCh

concept of solution adaptive grid ottvorkq. coordinate diraction. Hoeveur, it can be
U11-foro moaS .atrtieasht throughoht the entire difficult to ma.ntakn IstuthJ10e Lr Ouch

flaw dossiti As prohibited by ecstiatg coaputer aoproaches and highly skewed or overlapped grids

atoragq sod CPU ties restrictions, and at to "y result.
general practict. thorstoro, to -iaty the i.tid

.,Jlnt spaCing sn the physical domain to krlcruobo Salttsa.s 4tnd brAckbllll hav4 developed at

tiboiatiaol Is Only tiosei regios in t hi Ih tit* adaptive grid 9-ntration achetm in teo dieenuions

Ioliltinn Is laning rapaidly. vaht the Positioni maimg a vtrlitionel aoprouCi,. A set of elliptic

of ilportatt solutioo gradienta is ktown, ;oo partial differential equations is obtained by

adoptivt orida too De obteined vith confontiuosl ninwitlinq throw (unttionAls which slature the

te.nc44U &a. HOwever, It this informStiou5 is not damlred grid choraCt tsotitC of am0Othoess.

awAtiabsl to priori, the dovolopeNent Of a vtroju.e otintaujofaity t ltad sd ttiotto over the do•lmn.

&d'otiva g#.rd oetworf iI diffiCkalt, Solution Theat mccesllvily applied tih-ýi ta•c.niqu-w if tth
a4,ptivl grid gotlerati04 addvaosll this problei by solutitA of a SUperi0aw invislid r100 ovet A
ontlinvuoary updat&5 the Irid .et.orit *s the step by Adapting the grad ell sIte to a function

evlntiott e0"leC out% t0t lhe IUwort.ot phyId$cl ot the proalasre gradelint. I primary a4vantage at
ritdienta ate sufliimotly t -aslend es tuey this spproaciv so the us* of elliptic partial
vel~p, cdliffteuitioi equatioas. .?e elliptIc cperator,

wh.Ch results directly from a measure of

saiothaess. inhiotahty provides a 00000 grid
a ttoork and helps to prevent grid overlappng . 6

$lot**... Vystca lot. property eabpalelly advanttageous i" throm
*-, Plroitisi. O elpettt et Jftne SCend for 0oPIA g ettism.,

St-"id ewea. it"aW t swrof £eiourIP4 This method, however. may not be eustible it or

{. $oitacea visc*u uiev dilLcat'.4m. The &a1vtAGAo t.a

valseed ti Alt" toI4ib 1*1 Well tMise

AA.•.



Sviscous traneonic projectile flow considered here u
y. usually contains shock structures aligned with These three functional are combined to form a

one coordinate direction and boundary shear total functional 1, and a parameter X is included

* layers parallel to a streaawise coordinate. The to weight the perceived importance of

, grid point spacing required for adequate ogonality to adaptation:

/•v; resolution ot these structures varies by orders
' a o magnitude anid it in therefore desirable to rxd (3).' LLL,

adapt the grid network independently in each " P
direction. The adaptive grid generation procedure .4

', proposed here, which is based on a variational A set of partial differential equations can

approach, has been developed with the goal of be obtained, the solution of which minimizes the '1
providing adaptation independently in each total functional, by applying thu Euler-Lagrange
r oordinate direction within the framework of a equations. The resulting set of partial
set of elliptic partial differential equations. differential equations is
It is believed that the elliptic equations will I.,
reliably provide smoothly varying grids and help ~y) p2 (CYX 4tY
prevent orid distortion, akewneas and overlapping"
Na the adaptation proceeds. (24xqx+(yqy)xx + '

(4)
The ,spplication of the variational apparrach Q 2 ((2( y)' C* ;'j•x)(ri

deve~oped here required modifications to both the Q ÷ syy) *

I;overning oquation for adaptive grid generati oni
and the iterative technique uned to Solve the +(KqK2(y~yi(.Y 4 (•v'y' '

<;',-itions. These soditications include local
:1l.aliiq to the equations, additional source terma
to resove the effects of curved bou||dariou atd It should be noted that there was no explicit

the tumporary removal of muse grid points durkng funcwtont detonaweJ to se.s'ru seiothnewa. In -
thi" terativo solution of the grid u e1el;tai' thmi Luta-tlatiotf. the saoothrs1 4f tho yrid.

equaLton3, The grid 9.inwr.tior eothr-J has beae point lines awtiq courdAttte itos can bu

uaed with a TVD schle, to solve a vjctuus controlle- krl the definitioa of thecontrol.

S rsnaonio awleyemetric projeotle flot ptoblkm at func~tioiis. Any vatie•lon of the grid point

'." P' Angle of attauk. Due to the axial z)aft'iy. spactler9 betweon adjancati' coordinate lines will

ý.ti 'lo, Aoms4'n C.)n he deci~ b~ iaLe seoottlod by the e'UptiC 0491'*tO.- in, eqs. 04,

it j4 aluo sppkaunt that 4 la': purtitA of the

.erp avd uri •aen •o t~aQ•lp~ton equti'n thc ( t'i.d t ordo:. (I t'.pAty of' nq• L3Zsow hL

~n ~a iiesaloa.troweir~ rto ge.:a t ritj~l '~rokt tuMoaeua

".- the eru�ro:.~, co woulk be ho. dticial to

""otvtQp co~ptde' th',O n~tlrg.h ofa1 oa~ing i phortn a :

Op"I .I .oy acn~tl' i nat. ihe tlrd tk oft rer funet.ona l
~ *~i~gj~j~i~oaovle~ii:h ls.4oi tu (OVWwr ttrmo' fir V'44*tbly dlt

41 the rfooulte uieiut oo 0.0 erid each 1IrAl o ht.i.:

' qo !ant. th* tuo curvilintcr colur n~ttu V14 Ct0).0gnality lu(h at U.4tat eo rvot h.

4u:. dat atid % ano ,in In ,ti.t ng u ,es•ev oih

"41reci tson nh the aitvecthon normal to the 5ptihW t the "
~jeotll* # ~rtbr rpeattvaIV. the tutictkLonil$

1P aod Ig• 4'an to 6h 4utait adIaptattion ihe t 40d An ot."tring ina•ysis of o•q. 14) shova that.
hathe Lurit Ald %*tend terse art of order (u ni.')

-and t10dLI) rvspou;t~v9ly where C to ar u Cosutaikont~l length *ocil andLtoapyil
2Ietaui. vcal*. The third term it of order WiLl

It It therefore useful to suail each trtr so that
thi p-altaster X mill accurately reflvct tile

h�J� dsir*e Inskylting. Dun 0, the use Of htlhlY
utrachteol grids in' ote curroot applications. the
tetild q eq4. (11t ilay wArt by OriWAs Of Agnitode

""-K4 tt tht 9011trui tvhbtOhe I aij 0 skol 1 and tle .01-41 sale soy not bw sutticlent to
i defiotte an that they have on Wvtet ;*topqrly g l tker %orautjihut the .ntitu

t~t .tlonot'ip to the qt4~i rosolotititt. Tht~ ii. io (641. L V9ao. Ou~rvucre. to'jud bencliticI4 to
ardor to Atrilaela th~e il(ACCetionld. 0.e grio poio' e. u.:o e goait, '9olk local oceilo use~d herya carev
H..n.Lrq *list 144 .1.41?4 wh01- P' lit 0 is $Oi~lil ajiti Iinurpotatod UY ud;n re01) ib ill %h.. firtut WqUaUI.*ft

i. .rtythe jkpictug willb to sall bhtn tI'o by
riullrvp) tunctiatns are ).5rqq. 'tisded~n must ,

1 uosii..Iered uhh folitigr~ the functtionalA
Vf tlationshlip VC the Control (unatiolld to the tr

lonu.ii. A t~hird futlCUi~al IQ, used to 0easute (44 m nt. eid 1; he1C4 quatita by

(fit.%,. I. adywhere .1 is the* JACObtaft
Al ~~~Y



and X0 is a constant that weights orthogonality these two directions are the same and the term
relative to the other terms. The us* of local contaning P. vanishes since a is then zero. It
scaling violaet# the origical variational h&& boon found in the current study that dropping
principal, but it has been shown that the use of the ttro containing Po , and likewise the toer P1
local scales will yield more reliable control containing 0. in the second source term. hasa

*over the grid network' . The adaptive grid ii*9gilg~ab effect on the resulting grid and

generation equations became with the local scales consequently these toers are eliminated Irom the

(~*(y4~'* ~ !Ljdr.1 Adaptation

* (4wx~~y(7)4 It is Important to adapt the grid politt.
&a11t) 0141 bouuedisries in a conitat&A'. manher to0

-OX YY Q 1,(2xx~yty(x*OxyIf)(y those In thei~ nterior. for this purposo a one-
2 dim.ensiotial analog to the two-dimensional

((x1x2(~yCM *cx'qx 4 3(x(y'wy 04;.yy)-* functivisioi fus adaption, Is ucod

In order to solve these equations numerically and
"ohtuln the isrid ne~twork It is neccommary to i a(2
tbvvrt thoe. equations so thlat x and y bec.->mo the
de--e*ieot variables. The adaptive grid gesturation whero a measures arc lenqth along the bounding C
equations becomeo in the computationa~l domain coordiinatw littes. After applying the Fulor-

Lagran~t equation and inverting to: make a the
& 3vqq bly4f * blyf, P b3y,, 31* depeotdent varleblis. the equation for adaptation

&long the bounding curvalinear ccoordireato lines

Similarily, tor the bounding 4 coordinate linto
Y4 to tl 3A 3Jyl the governing equation lot grid point spacing is

L100~( AL* Yey, 4$2)a a** aQ/ (14)
.01 YI whoto ts tow v.it.t'urea tW )ic lvokgth 5iOI)n3 the I

111 *oi *( J6111) '2wtjAslotthr modilficat~ion to tiet edaptive grid

U *19) gone'wataon equAtiomn, tou-ng to be useful to Ofe
*e eliminatio of 0o Wffecto of curved boundaries.

a.8)4jP0410jA.) h'yV 1402"J2) It is well knowni that All u~tuivi elliptic partial
* y~( * a'~) ~ditferuintial equatiotis, curvoid bouindaries mill

cause either an sttkractlcanor repulsion of
coordinate lioto. In the Current applications,

41 ft ( Ott &'*0 441 * u this We&ec will either work with or against the
%aft#V Al,11022)eource terms that control the grid point spacing.

43 aiw~t * i.D) aiif4D1 J~) ~ tt or nceing or decreasing the grid spacing
-3Mh*4 (,1 ) I'ww dictated-by the control functions. In order to

eliminate this undesirable result, the tallutag
'curvoturs teras' have been derived

VV Y1 Y14 41$

ti-O -6.2 and are added to thot oquation* In the source

P #wets. *the soUrce ter"~ Row U6;0ge
till

6 3 4b

2inttie SIR the464no tore et 4atithe equatio

Tit drivtin.of theme curvature tos ob
futtorelevent* S. A woe gnrldrtal
$atre ioamensi kax beta o byt Thoepeal



Not* that the curvature terms contain Second so vilI for us* with the two-dimeshlional adaptiv*

derivatives. but are evaluated here locally grid prnocedure toobtai n hfls.i cnto
during each Iteration as part of the asurce*Tepoeuet banteadts oto 1
t*f as. * function 0., which is derived in detail in

reference 8, io to first for% the function C at

Ittjs.ive Sguio ~ each point along a I coordinate line

The elliptic partial differential equations
governing grid adaptation are approximated ustioI)- O
second order central difference expressions for
the derivative terms which results in a set ofI
coupled nonlinear algebraic equations f or the x
and y position of each grld point. These For each jth grid point removed. the function V
difference equations are currently solved using a at the adjacent j-1 position is calculated as I
Newtom-Rephson iterative method. However it via

found *that the convergence of the Iterative ii1
scheme was extremely alow due to the high anptct J cJ 1~9
ratio cells predominant In the boundary layerJ region of the flow dosait; &Wa it was therefore
neccessary to modify the solution procedure. Tkhe and tisen tit* imodified control function at the J-1

source at thme poor convergence of the it*% itiwo Position is
aches* can be aseen by considering a grid c-ll as
shown In figure I which. for simplicity, in -~)~(0

rectangular and aligned with the cartesion
coordinates. It can be showni that the
movement of a grid point bx and &V for unitTw neu ai onta uoe ln h
Iteration can be related to %14* cell cS,,l lp~k satct coo-natill ltew tim badilied 'control functiou at a
A& a

aeseaning adjacxont pblot is updated. In regions

~ ..... of (t the 91 id it, which no grid points are isstoved.
*Ni j~tit* &odifled control function 0' is equal to the

orxginal control !uttction 0. Note that tne
sodatiemi control tunction is used Only hu"gf
solving the. two-disenainnal grid genera%4Ol'

*Y. a quatltona vitt t%%w readucwd nuobvr of arid 1,04ntal.

V11011 %usltrtifleq t 14 Ir.aoved paints along 4.
In the grid network*s used for visc~iuas trauattow ~ coordinate ii.'..a. tht UrtAkinol control tuact-Oh 0
f low problems. the call aspect ratio ita~r tie mos by u~seJ-
projectile surface cat be #a large as 1011. Titus Vie sud.ioud tiolutiow procedure has bvegin

V the movement of a grid point along the surface Iap-1meeited t.o eliminate the POOt coovtrgeOc* due
(the x direction in. figure 11 during the solution toue ar aptrto iapesent n
procedure *IIl be ostuemely inhibited by the to te lonaryo aspect rato cls, The se tnatt

&vAsh spacing In tile y direction. And th~us eeiiyrulnitte aegid ewok ht
results Ia. eo watrosely 114efficiaot folutlots would have been obtained by directly applying an

P&0G551.iterativt ache** after a large number of
An eficentprocdur tocircevet titeiterations. Furtheraore, the compuatational tiae

probem hs ben dvelped n reerece Streuired to remove Point$, codify the control
Issically. It coonstts of temporarily, reaovissg ~ ~ risr onsi oeta

tuaesy af teiser th poointst toe more the
as~ a te COT1ktolit*grerth coepensated by tbe reduction at calculations in

Jý. projectile surface so the the resultill o grider teIeaiegito rcs ic ayo

1 . Only eoftgh points remain to adw(~usttly grid points are restoved taloast SO toi the
represent the I coordinate lines. AN eakeptis tolreta~ia~n)
fiven to tiger* 2 is which the dashed lietta r Fucis{ Indicate the t ;oardiubte 11hea that oremD U M

teemporarile solution to the grid)
WO Iththe pointo reoved 15 ebtcaled using the ewe ta,': : :v:: ~ aatto

tietonUpboftIterative method and thue. tun.
removed poitat are reinserted along the I anid thus Indicate the regions 'It the 0hyeical

coordnate ines ine te squtioe;fur otes oan for vwiiCh i"tictoasd resolution is
dl~es~onl aaptaism.e~.uio o goeretlasr t4wltod. 'The uapetal tore of the control
r~ietv. apcast.ft.action usikd lowrie is the saeo as that. used by

loplostetatsea of this procedure, to "Mdiy the
control fwuictias 0 to actouut ter the spacIng* u (1
riqvirod ot this rlvd pinilt* ties were teapotartiy
mewed4. A metavid for propely Podityin, Um1 where W Idindute tS n Wie POr. 0. '1 And rer

4"Ut41 f004114A 4 tan be Obteided based on. thee rmt that eteral the "iftlatil and saisue"
ow sosstml 4tt"go dsaptlomi spacing along a coordinat t"* line d b. it a

Nowever. Mstse the oe~imaiea vqations derivative of a flow Wariilble 464114 to rangeftal obetweec~stytoashana 1. For iIs ha~e meet t hese
obardlasto direstie (WW t"ey 44160%, to-4 oftetiet osln.% ~to ucin
owedien.emials eqeatlees 44 a woldbecul Vtlsth peaue rdintI

grid).~t tbe -e'dhsb. egeed sCcnewae Of W tie01114
OrN.ltao~, C041N



specac indefinted is eqs. 41). the* grid point linear inlterpolation in two dimensions.
spacing would bees"e emall. UtThe it~ cheme Gevelooed by yeelo for the

In. two parameters 7 and a can bO Utiad tot multidimensional Nawier-Stokos equations a# used
specify the slaloms. and maximum grid point hee asd the flow sulver. It was obtained4 by
spacing ailong each coordinate Ilan*. Following the modifyiny an existing thir. layer havier-Setkes
work of Hakahashi and Diviwart. this is; dot coeine nth esadVrin cw.'ta
the following manner. The ratio at the *inismu win deeoe by gtoeqer and fullia*'' and later
and &axiomus grid point spacany blonu ansy iuollceiyvetbc' irtea~ain
coordinate line G5U be shown to be it.liat"z to I calculation, L". axisysootric flow solutions. The 4

of TV!) code ea~ploys trio thin layer approwisation enid
uses the eddy viscosity turbulence model of
haldwin ankd La

Ies22)~ The comuinLtationa techinique trien proceeds by
stitrting tit%- c&I'culatIons of trie -.VD achime on an

and thus this ratio can bes specitied by Aiiitia y. newok Tito initi~al grid n~uwork
specifying 7. 'Abe influence of I can used tag its van L'LS-ned using the tectl'uitu of
determined by first Integrating either eq. M) Steaer et &I.' ALf or each, iteotrval uit 200) Lime
or eq. Mi) one. and then using a discrete steps, the grid network is updotted using trio
raprwaentation of the Integral. F.)r the ith poaun* adtaptive grid gjeneration sethoi which so
thte r~iid point spacing As is comprised of calculutilng tht control functions..

reeoivinq grid points In high resolution areas and
modifying the control functions. solving the two-

* * .~htdimensional grid generation equations.
Si w ~~ (231 rostivertiteig the grid points &i~~n all

j iatj in~r~dI~aVthe flow watriabloo ontoe %he adapted
grid tietwcVk.

where St Is the LOtW length of the coordinate Thii4 isrocuse Is continued until the solution
leanN ateeetro rdontaon gg of th* flow varibbles converges to a steady-state

line. Evaluation of this intetgral for the minjamus oumin Cusequenttly the grid network will also
sus1clng ti.e. It a 3) resulto au the* followine cease to change since Its configutrailon iSO linked

~g~res* ~to the flow ablution tnrou40gh triu control
ttticious.For thet citses coau.4(.~rid hor%. the

Solutioli cetiawrtied 1tuttweien :iv~u sand ,UJUO tii
(aalmln (~). -. 0 21 steps cot 0.1. lit *but. case. the Ualcul~tions vor*

1.,h l'tcer~r-tuod to ,C" 'Lsts steps.

Thus. by prescribing* both It and trio sigtious urid vls1
Point spacIng. a can be dttarnained fro& sq. (24) ?4e $tfAotv computational tockn4que
usa~ig a root findial techniqa~u. Th-Its pcta."rd utesrbdhsenapdl ecacaete
Am Currently being V*Vd toa spcif y .thee *aIReS& 4vwisysstrie %a* bowen a pitt taobe caculate th
and *anins qild point spacing along etch Aiyoti lwee ~joo ca-qv
Coordinate It*e. Again, the meothodl $a develoWe CVl40on oat hateal pro3seeais ehicb .a shoun an
usinq thK equation for ong-dijoalisna tiqure 3. 'In$ loynold. Lumeber is 16.000 and thiesý &*"I "ch huebers CARA,.f sand 1.1 are coasiderec.edepiteti.., but io *eplaoed io the two- and see Ceases £or Vaich some experimental date is
dlotte eiealm adpticaivte gi gerspaiiidn~oewe 6va~ieblo for cosparkson".
letil the v curen apptcetie..to the tpwo-ie The iftitial grid network As s&how" to figure
diiitiolwal avri beeotmarite s tohiti Utof% 46. Tigurt 4b shows the grid 'nateOit neat the
spneifisedalus Thed metofketto wihn r os this projovitile surf ae. Th bomttill As aittended
apreciedlO values. Can &eI" tie atriued. to e dowse~treae And *eets a horltiontcal sting wuich is
pettcrtbe of~ ae a loem t e Orumooibiaty to wee to 0ellelato the base region f roe the flow

eflete o miilsi theeutheaalty Tito grid network. which cott-ains 70
Zge~U~nal. ,teis to' the 01ti~ew iso diractiea A44 So Pailau

to thok diffe~tion normal to the prjecttile
su~ila~e. uxtanos out free the prejectilsi *our

Via 41401tio 914 44V~~tio Whiqm*Coobe I*es the prale.eliw les4tb SAn extends
0toootae s eat re wridr gesertie teh e solti n pro" uwunatera three tioes thes projectile 1en4th.

of tow erooe "aIvorei int thes flow iC Solver W~oe that. most. ot tho points int tbe "treal
alf the tlo solver slice AtOne (lo speifie d di~t are Clustdrod near the projectils

~i of t1h nwo Owesab n AItor star tolinciti d autttc. V0.0us along the atrosswise CeoCintoo
exi t " t"im sutueps. e th e ri Cutrrk saent e are tiustorti near tv.e "Iwos Cylinder and

Wsikie esoft" iol ve os " base en" te cusre-t cy~lndttr boattail Junctures.. This grid Is typical
ontobing aigorithae of tbe to~ cede used Wit of t1v.wand u sdi viscous traftsnit uOrIecLle
proneda s uSo a " IWith ieteresitteat CAlls to the ' I1i00tees

adapiveerieqsalatae eg~aine o wpfletheT". 11o)"ti" Am inspeted to Contain shocks
grid. setatwet.is til US*,. I ispeghwvr 11 amd empassinas seret t" thet projaecule Buwace

"COMeasaw to ateasent for the gtjd pait atA "us^ecii sie.Ten t vtoe suire
.4e 'go too OgzU aes$:auon. 10 the durtotes nree idrslte n ie ul

epplcatensto teade t~w rebos..thegel ehlacr orso gel fosolttooI tow etwo 90401 %eMthaetoee*ts "a Steady tlveE 0 siessiat s. the 'S clteadntos Intesresiedie
" takwh VaoE e daptag en t se glie b atiVi to, th flew tto o . 4 1ig t t

vaui~blnasia nterolatd fre. te reieeegild the grid is0 adated 'to, time 66cendWaitwe
the pseasese &lUsbutewie. Qrigalsally, "ae Wlit



deriwativo was used, but it was found that too providirny an efficient, reliable Adaptive grid
many Points clustered in the shock resgions at the generation technique. In applications to viscous
expense Of clustering In the expansiontegions. transonic projectile problems. the adaptive grid
Experienceo has shown the the pressure expansion* guneratioan techniqiue has been shown, with the
require sore resolution than the shocks and the proper choice of control functioas, -to provide
control function based an the second derivative good adapted grid networks. The characteristics
of the pressure yielded such a distribution, The of the adaptive grid generation equations

'specified minimum and maximum grid point spacitiq demounstratvil here should be useful in adapting
for use In the adaptive grid generation algorithm grid n~etworks in complex geometries and in three

areo 0.02 and .25 respectively. In the normal dimensions.
direction, the control function is based on the
exponential of the velocity gradient. This 1.fl2!11d ealentsV
function typically resulted in a grid pointTiorsac entdhrewspnoedbdistribution similar to the suponenitial a Th-E4 resarc hprendhre omputsions sere d bylt~

* clustering function which. Is known to yield good C SrIh rn.1 Tecmuainswr opee
results. The specified minimum spacing is 2,10o on a Cray XMP computer at the Pittsburg
And the specified maximum spacing is 3. 111 all Suparcciamputing Center. Tito cosputer ties was
cases, the parameter X* which weights grid u~abdyIS1anthPiturSurO.te
orthogonality Is 0.5. Cno~

?he first flow case considtried is Mach 0.96. Rfrne
Figure 5 shows a comparison of the computed
pressure coefficient to experimental data and the
pressure contour plot of figure 6 reveals the I. Salimatio3. and Grackbill. J..Uof
structure of the pressure field in the flow pUJtfl adGariaton t
domain, The adapted grid network corresponding toaianlMtosfo eeaigAatv
this converged solution is shown in figure?7. A ~1uets rdGnrt~.E.JF
comparison of the contousr plot and the adapted Topo~ ot-oln.~ ~~a,~1
grid network clearly indicates the expected
adaptation to the pressure field. Grid point 2. Ha C.C. and Tu. C.G., 'An Adaptive Grid
cl~stering Is evident in both shock regions and Caeisortion Technique Based on VariAtional
In the pressure xpaansion at the two junctures Pirancpala for Transoic~l Aerodynamic
& no it 411pests that %hne resolution i* qffnateal In Wcaullation.' To Appear 14 lot. J1. ttuiierical
the e*pansion regions. Note that the clustering ituthkods in Fluids.
in the Maocka near the surf ace to bot at strong
as that farther from the projectilm surface. This 3. p"ahahshL, 1.. and Delver%. 6.S.. 'A Selt

* is due both to the compotitiun !or alvaterattu -4441sitive GrId hethod with APPlIZ&-'-i4as to
with the expansion r*Vions and the oweAring of 41rtoil Flow.* A*&A Paper OsIMSZ.
the pressure jump in the boundary layer.
Adaptation of the grid network to the velocity 4. Itistin. t,W.. 'Error Induced by Coordinate
gradient is also clearly eovident, as most of the Systems.' UM%2C&4JS1n,,L.ig li4E. 3.1
point-s along the I coordinate lines are clustered Thompson. Horth-holland. p. 41. 10M1.
near the projectile surface. Theo* results
clearly indicate %hat the adaptiqs. grid S. Dyar I.A.# Snooho, et.D. aod Kos.. R.J.,
generation equatiolls can essen4tially adapt *Adaptive Gridding for finite Difference
independently tin each coordinate direction. Solutions to Neat and ness Transfer

two "tor cases were considered, Rach 0.91 and Problems," elletriggl irid ftiorltIgeM. Ed.
1.1, using the ease parameters to control the 3.r. Thompson. 4orth-Hlollsnd. p. 339# 1961.
grid adaptation. rigures go and lb show the tf*P..O oorz ineVauscomputed pressure cooffloisht and corresponding . Of0.,A AVetrediitVou.
adapted qrid networi for Ilseh 0.91 and figures ga Adaptive-Grid Algorithm for Nsviet-Stakes
and 1b showI heasme tor hach %.I. At each 4391 calculation' "userigil Grid Ce~fter11J0o. td.
the two shotlis appear further ucetrese, directly 31 iop~.Nchhlad .1, 91
'ýehimd the preesu,* empaneIons. The pressure.
lield So again elearly indicated in the1kolL,' oettrPormt
adaptationt Q! the grid netvatit. At Koc 1.1. so Veeierto% IvaoDiatoional Grids About
"shkioh occur ever the ptojectile surface. a Airfoils and Other Shapes by the Use of
result again reflectaid by the grid asptatlmiu. Poissox's Equatios.* "A" to W1113, 1090.
The adasptivb grid goaneration othes. is thus quite
raliab~a sa providing 9&4d adapted gr~id aetuirOks . .potat. C.W. "A Suit-Adaptive Coaputstlonai
provided ptopt" ewe" are made for tho. otral 40-u Z or Tr~aosooc Turbulent Projectile

of Florida, 1937.

0. 74ompowo. J.F. oftrom' M1.9R Wsearictl grid
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